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1. Introduction

Phase change materials are materials that exist in at least two
structurally distinct solid phases, an amorphous and one (or
more) crystalline phases. Many materials display phase change
properties in this sense and can be deposited at least as a thin
film in an amorphous phase (low temperature deposition, very
thin film) or crystalline phase (high temperature deposition,
epitaxy). Often the amorphous and crystalline phases have very
different optical and electrical properties stemming from the
large differences in structure between the amorphous and the
crystalline phases. These differences can be used to store
information in technological applications if it is possible to
switch the material repeatedly between the two phases and if
both phases are stable at operating temperature. The transforma-
tion of the metastable amorphous phase to the energetically
favorable, stable crystalline phase occurs by heating the
material above its crystallization temperature for a time
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long enough for crystallization to occur. The reverse
operation is performed by melting the crystalline material
and quenching it fast enough so that it solidifies in the
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Figure 1. Schematic of the phase change processes. Ty, is the
melting temperature, T is the crystallization temperature, and 7 is
the time.

amorphous state. Two main applications of phase change
materials exist today: the mature rewritable optical phase
change storage technology (rewritable compact discs—CDs,
digital versatile discs—DVDs, and Blu-ray discs) and the
emerging phase change random access memory (PCRAM)
technology. The heating is done using a laser pulse in optical
applications and a current pulse leading to Joule heating in
PCRAM cells. The phase change switching principle is
schematically shown in Figure 1. The crystallization is the
data-rate limiting operation because it can take long times
for some materials to crystallize whereas the melt-quenching
needs to be inherently fast; otherwise, the material recrystal-
lizes during cooling. The melt-quenching is the power
limiting operation, since enough power needs to be delivered
to heat the material above the melting temperature, which
for phase change materials is typically between 500 and 800
°C.! The reading operation measures the reflectivity using a
low power laser pulse in optical storage and the resistivity
using a small current pulse in PCRAM, respectively. The
read pulses are too low to cause any phase change.

A phase change material is useful for technological
applications if it fulfills a large set of material requirements
which depend on the application. These sets of parameters
that need to be fulfilled simultaneously are quite difficult to
achieve and sometimes seem contradictory. For example,
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storage technologies based on phase change materials require
very fast (nanosecond time scale) crystallization of the
amorphous phase during writing but very high stability of
the amorphous phase against spontaneous crystallization
(archival lifetime of 10 years). These are response times that
differ by 17 orders of magnitude!® For these reasons only
very few materials are actually technologically useful phase
change materials and it took decades between the discovery
and proposal of phase change material based technology and
the actual technological realization because the early phase
change materials fulfilled only a subset of the requirements.

Optical data storage based on phase change materials
started with the discovery of a certain family of phase change
materials (semiconductor alloys containing Ge, Sb, and Te)
that showed the required fast crystallization times that limit
the data rate in optical storage. It is a mature technology
today that has gone through several generations of products
(rewritable compact discs—CD-RWs, digital versatile discs—
DVD + RW and DVD-RAM, and, most recently, Blu-ray
discs—BD-RE). It triggered renewed interest in the develop-
ment of solid state memory based on phase change
materials—PCRAM. There is intense research and develop-
ment effort at several companies and many universities to
develop PCRAM. Plans for full flight production have been
announced by BAE for a 4-Mbit memory chip targeted for
space applications,’ since PCRAM is inherently radiation
hard. Phase change materials are one (if not the most)
important issue in the PCRAM development; this is one of
the reasons for this article in the current issue “Materials
for Electronics”.

This article will first describe the history of phase change
materials. The second part of the paper is concerned with
the properties of phase change materials. The structural
properties of phase change materials are the reason for their
distinct property differences, and they will be discussed in
detail. The switching characteristics, such as crystallization
speed, are of great importance for the technological applica-
tions and will be addressed afterward. Specific optical
properties, such as large differences between the optical
constants in the two phases, are required for optical storage,
while a different set of materials parameters is necessary for
a good PCRAM material (e.g., large difference between the
resistivities of the two phases). The optical and electrical
properties of phase change materials will be described in
the next sections of the paper. A technology is only viable
if it can be scaled to several future technology nodes (a
semiconductor technology node is defined as the smallest
half-pitch of contacted metal lines on any product fabricated
by this technology).* It will be shown in this paper how
material parameters change as dimensions shrink for phase
change materials and to which dimension phase change
technology can potentially be scaled down. The third part
of the paper discusses phase change technologies: optical
storage, PCRAM, and possible future applications of phase
change materials such as dynamic RAM (DRAM), recon-
figurable logic, or cognitive computing.

2. History of Phase Change Materials

Materials in distinct phases have been used in many
technological applications. For example, carbon exists as
diamond, graphite, carbon nanotubes, fullerenes, graphene,
and amorphous, diamond-like carbon, and all these various
forms of carbon have useful properties for one or the other
application. To use a phase change material in two different
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Figure 2. Electron micrograph of laser-induced crystallization of
a 3-um spot of an amorphous chalcogenide film. Reprinted with
permission from ref 10. Copyright 1971 American Institute of
Physics.

phases for technological applications was first proposed by
Ovshinsky in 1968.5 One of the most important properties
of phase change materials (for PCRAM applications) is the
so-called threshold switching, which will be described in
detail in section 6.4. Threshold switching (without memory
switching) was described for As—Te—1 in 1964° and other
alloys including As—Te—Se alloys in 1966.” Ovshinsky
reported repeated threshold switching between a high resis-
tive and a low resistive state using a material consisting of
48 atom % Te, 30 atom % As, 12 atom % Si, and 10 atom
% Ge.’ This alloy did not show memory switching either,
but other alloys with reduced As content were reported to
have memory switching effects.’ He recognized the potential
technological implications for data storage and described both
threshold and memory switching and patented numerous
possible device configurations for PCRAM in 1966.% His own
view on the history of phase change materials can be found
in ref 9.

The first optical switching of phase change materials was
reported by Feinleib et al.’% in 1971. Laser-induced switching
of a Teg;Ge5Sb,S, film was demonstrated on the microsec-
ond time scale. Figure 2 shows an electron micrograph of a
crystalline spot produced by a laser pulse from ref 10. In
1978 data were reported by Burroughs Corporation about
the prototype fabrication of a 1024-bit chip,!! but this was
never commercialized.

The main reason for the delay in commercialization was
the slow crystallization speed of these early alloys in the
micro- to millisecond range'? and their limited cyclability.
A major breakthrough was reached by the discovery of fast
switching alloys on the pseudobinary line between GeTe and
Sb,Te; by Yamada et al.!* These alloys showed large optical
contrast over a wide range of wavelengths'* and good
cyclability' in addition to their short crystallization times.
This discovery triggered the whole development of phase-
change optical storage, which today is the most prevalent
technology for rewritable media, with the rewritable Blu-
ray disk being the latest product. The first product was
introduced by Matsushita Electric (Panasonic Corporation)
in 1990 with 500 MB capacity, with rewritable DVDs
following in 1998 and Blu-ray discs in 2003.' Most of these
products apply alloys based on the pseudobinary GeTe-
Sb,Te; materials, but a second class of alloys was also found
to show fast switching: doped Sb,Te. The dopants are often
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In and Ag, and these materials are also used in rewritable
CDs, DVDs, and Blu-ray discs and were first introduced in
1997.16

This rapid and successful development in optical phase
change technology triggered renewed interest in PCRAM
technology. BAE Systems was one of the first companies
starting in 1999 to develop PCRAM technology and has
announced plans for large scale fabrication in 2009.> Many
other companies, such as Samsung, Intel, IBM, Macronix,
and STMicroelectronics (just to name a few),' started
research and development programs in the early 2000s to
fabricate PCRAM. The number of patents filed in the field
has risen dramatically over the past few years, with more
than 90% of all patents filed after 2000. The number has
been above 100 per year since 2006.

Clearly, the development of new materials was the decisive
factor for the development of optical phase change technol-
ogy. Materials optimized for optical storage, however, are
not necessarily optimum for PCRAM technology. Intense
efforts are spent to better understand crystallization mech-
anisms and design new phase change materials for PCRAM
based on this understanding.'®!” This paper will summarize
our current understanding of phase change material properties
and describe their applications.

3. Structural Properties of Phase Change
Materials

3.1. Structural Properties of the Crystalline State

Phase change materials show changes of their physical
properties upon an amorphous to crystalline phase transition.
The amorphous phase is characterized by high electrical
resistivity and low optical reflectivity whereas the crystalline
phase has low resistivity and high reflectivity. Hence, the
structure within the different phases and particularly struc-
tural differences are of great importance in phase change
materials. However, the structural properties in particular of
the amorphous phase are very difficult to study. This phase
not only lacks long-range order and periodicity, which are
of great help for solid-state scientists in understanding
material properties, it is furthermore very difficult to obtain
quantities that are necessary for many experiments. This is
because phase change materials are bad glass formers and
hence crystallize easily rather than freeze in the glassy state.
On one side, this is an important reason for the great interest
in these materials, as it leads to fast phase transitions; on
the other side, it complicates the structural analysis. Hence,
many structural features of the amorphous phase have been
revealed only recently or are still a subject of study.

In the following, the structural properties of some typical
phase change materials are described in the crystalline, liquid,
and the amorphous phases. The focus here is on compositions
that lie on the pseudobinary line GeTe-Sb,Te; (see Figure
3) because, as mentioned before, these materials enabled
phase change optical storage technology.

Typical materials, such as Ge,Sb,Tes, Ge;Sb,Tey, GeTe,
or Sb,Tes, show not only an amorphous—crystalline phase
transition but also two different crystalline phases. This will
be exemplified for the most simple phase change material,
the binary composition GeTe. At high temperatures above
400 °C,'"® GeTe exhibits a rock-salt structure, as shown in
Figure 4, which consists of two fcc sublattices shifted by
half the lattice parameter in each direction (0.5 0.5 0.5) with
respect to each other, and is described by the crystallographic
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Figure 3. Many alloys which are applied as phase change materials
lie on the GeTe-Sb,Te; pseudobinary line. Another successful alloy
is the eutectic composition Sb,Te.

Figure 4. Rock-salt structure of GeTe. In ternary phase change
materials (e.g., Ge;Sb,Te4), one sublattice is statistically occupied
by germanium, antimony, and vacancy sites.

space group Fm3im (No. 225). One sublattice is occupied
by tellurium atoms, the other one by germanium atoms. At
lower temperature, a rock-salt phase is also found as a so-
called metastable phase after annealing amorphous GeTe thin
films at ~180 °C. In fact, in the crucial phase transition
employed in phase-change data storage, the material switches
between the amorphous and the metastable rock-salt struc-
ture. However, in the ground state at lower temperatures,
GeTe adopts a trigonal phase (space group R3im, No. 166),
which can be described as a rock-salt structure, slightly
distorted by freezing in a TO-phonon along the [111]-
direction (see e.g. ref 18). Figure 5 shows a comparison of
the rock-salt and the trigonal phases in the primitive cell.
Upon the phase transition to the trigonal structure, the unit
cell is stretched along the [11Edirection. Additionally, the
central atom is displaced—also along the [111[3direction from
the center of the rhombohedron, which results in a geometry
with alternating short and long bonds. Furthermore, it has
been found that GeTe exhibits a large concentration of point
defects. Ge-vacancies are known to be the dominant point
defects (see e.g. ref 19 or 20) in this alloy.
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Figure 5. Rock-salt structure (a) and trigonal structure (b) of GeTe
in the primitive unit cell. The trigonal structure is obtained by
stretching the rock-salt cell along the [111[ddirection and shifting
the central atom.

For the ternary alloys such as Ge,Sb,Tes and Ge;Sb,Te,,
the rock-salt structure has not been observed as a high
temperature phase in bulk samples, as it was found in GeTe,
but only as a metastable phase in thin films.?' Here it is
widely believed that one sublattice is occupied by tellurium
atoms, the other one by a random distribution of germanium
atoms, antimony atoms, and vacancy sites. However, recent
results from ab initio calculations indicate that the occupation
on the Ge/Sb-sublattice in ternary Ge—Sb—Te alloys might
be ordered.?? The most remarkable feature of this phase is
the surprisingly high vacancy concentration of 25% on the
Ge/Sb sublattice. This has been observed also for other alloys
along the GeTe-Sb2Te; pseudobinary line.

The role of these vacancies for the stability of the structure
and the electronic properties of the compound is still not
fully understood. However, an important step in understand-
ing the presence of the vacancies has been achieved recently.
By employing ab initio calculations for fictitious systems
along the stoichiometric line Ge;Sb,Te,—Ge,Sb,Tey in the
rock-salt phase, the influence of differences in the vacancy
concentration on the electronic properties were studied
numerically.”® Ge;Sb,Te, contains 25% of vacancies on the
Ge/Sb sublattice while in Ge,Sb,Te, all vacant lattice sites
have been filled with Ge atoms. By studying the so-called
chemical orbital Hamilton population (COHP),* bonding and
antibonding contributions have been identified using these
calculations. Figure 6 shows the COHP of the covalent
Ge—Te and Sb—Te interactions in the three compounds
GeSb,Tey, Ge; 5Sb,Tey, and Ge,Sb-,Te,4 both in the unrelaxed
rock-salt lattice (top) as well as after the structural relaxation
(bottom), which leads to local distortions of the lattice. The
plot shows that the composition Ge,Sb,Te, exhibits a large
degree of antibonding Ge—Te and Sb—Te interactions in the
highest occupied bands close to the Fermi level. Thus, the
composition Ge,Sb,Te, stands for a too high valence-electron
concentration (VEC), which must be lowered to achieve
better stability. This is achieved by removing atoms from
the system. In these compounds, tellurium is the anionic atom
with a high absolute electronegativity whose orbital contribu-
tions are dominant in the lower-lying valence bands. Hence,
expelling Te atoms immediately weakens low-lying bonding
states and is energetically unfavorable. Thus, Ge and Sb
atoms whose orbitals both contribute to the states close to
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Figure 6. Crystal-orbital Hamilton population (COHP) bonding
analysis: The plot displays the Ge—Te (blue) and Sb—Te (red)
interactions in Ge,Sb,Te; (left), Ge;sSb,Te, (middle), and
Ge,Sb,Te, (right); the upper panel shows the unrelaxed NaCl-lattice
whereas the lower panel corresponds to the structure with full
atomic relaxation. The Fermi levels are set to zero. Bonding
interactions to the right, antibonding interactions to the left.
Reprinted by permission from Macmillan Publishers Ltd.: Nature
Materials (2007). From ref 23.

the valence band edge are energetically more favorable to
remove. The comparison with the COHPs of the composi-
tions Ge, 5Sb,Te, and Ge;Sb,Te, shows that these antibond-
ing interactions are getting smaller and eventually vanish
for an increasing number of vacancies. On the other hand,
such a consecutive removal of Ge—Te bonds also decreases
the degree of bonding states in the system. Thus, the most
stable configuration with the lowest total energy is found
for Gel,5Sb2Te4.23

In the ground state, Ge—Sb—Te alloys exhibit very
complex, layered trigonal structures which are not yet fully
revealed. With experimental methods it is very challenging
to deduce the correct stacking order of the corresponding
building blocks. Hence, density functional theory (DFT)
calculations are employed to facilitate the structure deter-
mination of crystalline phase change materials. From study-
ing the structural properties of Ge,Sb,Tes in the hexagonal
phase, it has been suggested that the lowest total energy,
i.e. the most stable phase, is found for a stacking order of
Te—Ge—Te—Sb—Te—Te—Sb—Te—Ge- in the [0001]-direc-
tion.?> This result agrees with a model based on electron
microscopy measurements.” Agaev et al.?® and Karpinsky
et al.>’ suggested a geometry made of alternating GeTe and
Sb,Tes-blocks as shown in Figure 7. However, recently
Matsunaga and Yamada®' suggested a slightly different
stacking-order resembling the stable phase of Pb;Bi,Sey.
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Figure 7. Crystalline structure of Ge,Sb,Tes according to Agaev
et al.?® and to Karpinsky et al.:>’ The unit cell exhibits trigonal
symmetry (space group R_3m, No. 166) and consists of alternating
blocks of GeTe and Sb,Te; (Ge, red; Sb, blue; Te, yellow).
None of these models can be as easily related to the high-
temperature rock-salt phase as in the case of GeTe. The phase
transformation can only be achieved if atomic diffusion
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processes are present.”® Particularly remarkable is the dif-

ference of these structures compared to the conventional
semiconductors such as Si or GaAs, which show sp’-
hybridization and thus crystallize in a tetrahedral arrange-
ment, resulting in the diamond (Si) or zinc blende (GaAs)
structure. Phase change materials, however, show octahedral
coordination, as in the rock-salt structure or in the distorted
rock-salt coordination found in the stable trigonal phases of
GeTe and Ge,Sb,Tes. The origins of these characteristic
structural arrangements are the bonding properties, which
differ significantly from those of other semiconductors. Si
or the III-V alloys exhibit strong sp*>-hybridization, which
is not found in materials such as GeTe or Ge;Sb,Te,, due to
the large energy separation between the s- and the p-orbitals,
originating from the higher Coulomb attraction of the nuclei
of group VI-elements. Here the chemical bonding is mainly
provided by the valence p-electrons;? the s-electrons do not
participate in the bonding mechanism.’® This leads to the
octahedral structure as found in the crystalline state of phase
change materials.'®2! However, the structures also show that
a rigid octahedral arrangement—which would result in a
perfect rock-salt lattice—is not stable.’! The alloys show
distortions which lead to the trigonal ground states mentioned
above. The underlying mechanism of these distortions is the
Peierls mechanism.*? The distortion leads to an opening of
the electronic band gap due to symmetry breaking. The gain
in electronic energy upon opening the gap is larger than the
increased elastic energy in the distorted system; hence, the
total energy decreases and the distorted system remains
stable.

Gaspard et al. found that, for a number of ternary
compounds containing group IV, V, and VI elements such
as GesAs,Teg, the structure can be explained by a Peierls
distortion.?” This distortion has only been identified for
p-bonded systems. Covalent materials, which exhibit a
tetrahedral configuration and thus four nearest neighbors
attributed to sp*-hybridized orbitals, do not experience a
minimization of the electronic energy upon a structural
distortion. For group IV elements or III—V and II—VI
semiconductors, this is again in line with the octet rule, which
predicts four nearest neighbors for these alloys. Furthermore,
this study showed that in various compounds composed of
group V and group VI elements, the coordination number
follows the octet rule using the average valence electron
number.

In contrast to the classical Peierls distortions described
above for the one-dimensional case, in some chalcogenides,
the undistorted phase is semiconducting and not metallic.
GeTe, for example, is reported to exhibit a band gap of
0.1—0.15 eV** in the rock-salt phase. However, this band
gap widens in the distorted structure, resulting in a gap of
0.73—0.95 eV™ for the trigonal phase of GeTe. The gap in
the rock-salt phase cannot be solely explained by the covalent
bonding of p-electrons. As the p-orbitals are half-filled, a
covalent model would lead to a metallic phase. On the other
side, such a gap can be explained in an ionic picture by
assuming that the Ge 4p-electrons are transferred to the
tellurium in order to fill the Te Sp-orbital. Therefore, this
transfer generates an empty Ge 4p shell and a filled Te 5p
shell with distinct energy which opens a gap between these
two levels. However, the small differences in electronega-
tivity of 2.01 for Ge compared to 2.10 for Te on the Pauling
scale’ indicate that the ionic contribution only plays a minor
role in the bonding of GeTe.
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In particular, one should note that the bonding properties
described here provide an explanation for the instability of
the regular, undistorted rock-salt structure of the alloys on
the GeTe—Sb,Te; pseudobinary line. The trends in this
structural instability have been found to correlate fully with
the trends in LO-TO splitting®” for IV—VI compounds. It
increases with increasing structural instability. Furthermore,
the LO—TO splitting also reflects the trend in metallicity:
with smaller band gaps, the dielectric constant increases,
resulting in screening of the long-range interatomic interac-
tions. Thus, it provides a useful single parameter for the
prediction of spontaneous distortions in rock-salt chalcogenides.

3.2. Structural Properties of the Amorphous and
Liquid States

A general characteristic attribute of the amorphous and
the liquid structure is the lack of long-range order and
periodicity. Therefore, neither a unit cell as given in the
crystalline state can be defined, nor can the atomic positions
within such a unit cell. Thus, this lack of long-range order
significantly complicates a precise identification of the
structural properties of these two phases. Nonetheless,
average, statistical properties such as the structure factor or
correlation functions are successfully employed to determine
and classify the structure of amorphous solids and liquids
by analyzing their short and medium range structural order.

To further characterize the amorphous state, the network
connectivity is employed (see e.g. ref 38). In this model,
the network is characterized by the number of constraints
N,, i.e. by bond-bending and bond-stretching forces. This
number is related to the number of degrees of freedom N.
Three different cases can be distinguished. In the first case,
if N. < Ng, the underconstrained glassy network is floppy
and can freely crystallize. If N, > Ny, the network is rigid
and stressed and can relieve the stress by crystallizing
exothermally. If N. = Ny, one obtains an “ideal” network,
which is rigid and yet stress-free.***! In fact, subsequent
work has confirmed the existence of such a stiffness transition
at or very close to N = 2.4, e.g. for Sn,Ge;—,Se; (0 <x <
0.35).*? However, recently it has been found that there could
be two closely spaced transitions rather than just one. For
Ge,As,Se|—»,, these transitions occur at N = 2.29 and N =
2.52* and enclose an intermediate phase, which exhibits
unusual properties. For instance, in contrast to systems
outside the intermediate region, networks inside it do not
show any aging; that is, there are no changes in the
nonreversible enthalpy of the glass transition over a period
of years.*® Many chalcogenide compounds have been identi-
fied as intermediate glasses; however, for typical phase
change materials such as ternary Ge—Sb—Te alloys, no
studies regarding the network connectivity can be found in
the literature.

Besides experimental methods such as neutron diffraction
or EXAFS (extended X-ray absorption fine structure) spec-
troscopy, molecular dynamics and, recently, ab initio mo-
lecular dynamics have been employed in order to study the
amorphous and liquid phases of a wide range of elements
and alloys. In particular, these methods allow a detailed
analysis of the local structural properties and the relationship
between structural and electronic properties. Kresse and
Haffner for example investigated the liquid—amorphous
transition in Ge and the defect properties of the amorphous
state of germanium.** Chelikowsky et al. studied the micro-
structure and the dynamical properties of several elements
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Figure 8. Distribution of the local order parameter ¢ for Ge with
different coordination numbers N.. ¢ = 1 for the ideal tetrahedral
geometry, ¢ = 0 for the six-coordinated octahedral site, and ¢ =
>/g for a four-coordinated defective octahedral site. Top panel:
g-distribution resolved for Ge with different coordination number.
Bottom panel: g-distribution for four-coordinated Ge further
resolved for Ge with at least one homopolar bond, with Ge or Sb
bonding with Te, only no homopolar bonds. Reprinted with
permission from ref 50. Copyright 2007 American Institute of
Physics.

and alloys including Si, Ge, GaAs, and GeTe in the liquid
phase.***® For chalcogenide glasses, Li et al. identified the
structural elements in amorphous As,Ses; and As,;Se,.*” Their
calculations yielded a hierarchy of structural units, network
inhomogeneities, and structural defects. AsSe; pyramids and
As-AsSe, or Se,As-AsSe, have been identified as the
dominant building blocks in Se-rich regions and As-rich
regions, respectively.

Structural properties of glassy binary IV—VI alloys have
also been studied;***° however, only recently, molecular-
dynamics simulations of amorphous GeTe or ternary
Ge—Sb—Te-alloys have become feasible, thanks to massively
improved computer performance.’*? The analysis of these
calculations results in a very detailed model of the local
structure of amorphous Ge,Sb,Tes.™® After verifying that the
structure factor of the calculated system agrees well with
experimental data, a detailed account of the local bonding
coordination for each atom type can be provided. It is found
that Ge and Sb atoms have four nearest neighbors while Te
exhibits three nearest neighbors. The bond angles have
maxima mainly at 90 and 180 deg, recalling the distorted
rock-salt environment found in the metastable crystalline
phase. However, 38% of the Ge atoms are tetrahedrally
coordinated, in particular if homopolar bonds are present.
This can be analyzed using a local order parameter ¢,>* where
the sum runs over the couples of atoms bonded to a central
atom j (see Figure 8). Further information is then obtained
from an analysis of the ring structures in amorphous GeTe
and Ge,Sb,Tes.>! 4-fold rings are found to be the dominant
ring structure in Ge,Sb,Tes. Most of these rings are of ABAB
alternation with A = Ge and/or Sb and B = Te. This is also
true for GeTe; however, in this case no clear maximum for
any n-fold ring configuration can be identified. Furthermore,
the molecular dynamics calculations reveal the vacancy
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Figure 9. XRD and neutron diffraction structure factors, and
EXAFS spectra for as-sputtered amorphous Ge;Sb,Te,. Circles,
measured; lines, obtained by simultaneous RMC simulation of the

experimental XRD, ND, and EXAFS data. Reprinted with permis-
sion from ref 56. Copyright 2008 by the American Physical Society.

structure in the amorphous alloys. It is found that cavities
or voids occupy a total volume of 11.8% in Ge,Sb,Tes and
6.4% in GeTe, respectively. The vacancies, which tend to
be surrounded by Te atoms, repel each other. Hence, only a
few di- or multivacancies are identified. These findings allow
for an interpretation of the phase transition process. The study
suggests that it can be viewed as a vacancy-supported
reorientation of ABAB-rings. As there are more ABAB-rings
and fewer homopolar bonds in Ge,Sb,Tes compared to GeTe,
the crystallization process is facilitated in the ternary alloy.

Experimentally it has been particularly cumbersome to
determine the amorphous structure. As the materials recrys-
tallize easily, it is very difficult to obtain a sufficiently large
amount of amorphous material as needed for experimental
techniques such as neutron diffraction. EXAFS measurements
have been identified as a promising technique to solve this
problem, as they can be performed with amorphous thin film
samples, which are easily prepared, e.g. by sputter deposition.
Recent publications of EXAFS data’*> revealing the local
order of amorphous GeTe and Ge,Sb,Tes have led to a
remarkable paradigm shift for phase change alloys. The data
showed that the local order in the crystalline and amorphous
states of these materials is very different: The germanium
atoms which occupy octahedral positions in the crystalline
phase switch to a tetrahedral coordination in the amorphous
phase. This study has triggered many further experimental
investigations of the amorphous phase.

The most detailed and most profound have been provided
by Jovari et al.’*>” The authors studied the local atomic order
in Ge,Sb,Tes and Ge;Sb,Te; by combining EXAFS and
X-ray and neutron diffraction with a reverse Monte Carlo
analysis (RMC)**%7 (see Figure 9). RMC usually has to be
used with great caution, as it is a purely mathematical method
and might thus produce unphysical results. However, the
large amount of different data from different experimental
methods used for fitting the RMC simulations by Jovari et
al. decreases these risks substantially. Hence, these studies
provide the most systematic and in-depth experimental
investigation of the amorphous structure of phase change
materials. They reveal that, in Ge,Sb,Tes and Ge;Sb,Te,,
Ge—Ge and Ge—Sb bonds are present, in contrast to the
crystalline phase, while Te—Te and Sb—Sb bonds are
negligible. Furthermore, the local coordination of the dif-
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ferent elements follows the “8 — N-rule”; that is, Te has on
average two nearest neighbors, Sb three, and Ge four.
Furthermore, it has been found that no dominant building
blocks are present in the amorphous phase, while the Ge
atoms are mainly tetrahedrally coordinated again, in contrast
to the crystalline phase, where they are octahedrally coor-
dinated. Another characteristic feature of phase change
materials is given by the large volume increase upon
amorphization. For GeTe it amounts to 5—10%,°® and for
ternary Ge—Sb—Te alloys 6—10% has been measured.**%
As 4-fold tetrahedral coordination requires a larger volume
than octahedral coordination, this increase can be attributed
to the change in local order.

Remarkably for the liquid phase of GeTe and Ge;sTegs, a
structural model has been proposed which differs from the
“tetrahedral short range order” model for amorphous Ge,Sb,Tes.
Neutron scattering and ab initio molecular dynamics calculations
have been employed to study the liquid structure of GeTe and
revealed a high degree of alternating chemical order with
increasing temperature.*® The structure of the liquid has been
described to be driven by a reentrant Peierls distortion,
exhibiting short and long bonds, similar to the trigonal
crystalline ground state of GeTe. For liquid GesTegs, Bichara
et al. also observed a Peierls transition using neutron
scattering, EXAFS, and ab initio molecular dynamics cal-
culations.®’ No such studies are available in the literature
for the liquid phase of ternary phase change materials, such
as Ge,Sb,Tes or Ge;Sb,Tey. Furthermore, in the literature
no evidence for this structural model is found for the
amorphous phase of any chalcogenide or phase-change alloy.
As both models, the tetragonal short-range order as well as
the Peierls transition, imply a shift of Ge atoms along the
(11Edirection, further studies are necessary to reveal the
difference between these models. These studies should also
help to clarify which model applies to a certain compound,
and by making comparisons between measurements of liquid
and amorphous phases, they should reveal if there are any
substantial differences between the structures of these two
phases.

4. Switching Kinetics of Phase Change Materials

The crystallization time of phase change materials is the
data-rate-limiting process in technological applications and
thus a very important parameter. The driving force for
crystallization is the difference between the Gibbs free energy
between the amorphous (solid or liquid) phase and the
crystalline phase. The first step for crystallization is the
crystal nucleation, either inside the amorphous phase (ho-
mogeneous nucleation) or at the interface of the amorphous
phase with another material or at an impurity (heterogeneous
nucleation). In practical cases, both homogeneous and
heterogeneous nucleations occur simultaneously. The het-
erogeneous nucleation rates can be orders of magnitude
higher than the homogeneous nucleation rate,%? and therefore,
heterogeneous nucleation often dominates the nucleation
process; that is, the crystal formation starts at surfaces,
interfaces, or impurities.®** For homogeneous nucleation,
according to the classical nucleation theory,% crystal clusters
have a size distribution given by Boltzmann’s statistics

cluster

A Ghom (7’))
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N(r) = N, exp(— (1)
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Figure 10. Reversible work for formation of clusters with radius
7, AGysier(r). e 18 the critical radius. Clusters grow for r > r, and
decay for r <r..

where N*" is the number of clusters of radius r at equilibrium
and N, is the total number of atoms, both normalized per unit
volume, AG™.(r) is the reversible work for crystal cluster
formation, & is the Boltzmann constant, and 7 is the temperature.
The reversible work for cluster formation, AG%..(r), is
determined by two forces. The first is the energy gained by
forming the crystal phase; the second is the energy required
for forming the interface between the crystalline cluster and
the amorphous phase. AG%..(r) can be expressed by®

AGED (1) = ~AG,3ar + o477 ()

ac

where AG, is the Gibbs free energy difference between the
amorphous and crystalline phases (per unit volume) and o,
is the amorphous—crystalline interfacial free energy. For
small cluster radii, the second term is larger, energy is needed
to form the cluster, their formation is energetically unfavor-
able, and they decay. Above a critical cluster size r.?

r, = 20,/AG,, 3)

the first term dominates, energy is gained when the cluster
is formed (more atoms are added to it), and the cluster grows.
Figure 10 shows AG,. as a function of r. At r = r., the critical
work of cluster formation, AG'™(r), is%?

3
E Oac

AGhom —
3 (AG,)

C

“)

Experimental observation indicates that crystallization
occurs preferably at interfacial boundaries.®> This is attributed
to differences between the interfacial energies of the
amorphous and crystalline phases and the substrate. This
heterogeneous nucleation is modeled by the spherical cap
model. It is assumed that the crystal has the shape of a
spherical cap® with a volume Vi of

V., = Saf0) 5)
with

_ 2
70) = (2 + cos 9)‘(11 cos 60) ©)

and 0 being the wetting angle (Figure 11). Equation 2 now
needs to be replaced by®

AG?ﬁ:mer(r) = _AGacﬂﬂﬁf(g) + Uac4ﬂr2# +

a(rsin 0)*(o,, — 0,) (7)
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amorphous

Figure 11. Spherical cap model for heterogeneous cluster forma-
tion. The crystal is assumed to have the shape of a spherical cap.
0 is the wetting angle, and o, 0., and 0, are the interfacial energies
between the amorphous (a) and crystalline (c) phases and the
substrate (s).

where AGHL..(r) is the reversible work for heterogeneous
cluster formation and o,, and o are the amorphous—surface
and crystal—surface interfacial free energies. Because

O, — O, = —0, cos 0 ®)
it follows that the critical work of heterogeneous cluster

formation, AG"™, is reduced by f(0) compared to the
homogeneous case

AG™ = (O)AG™™ (7a)

The critical radius is the same for both cases, but the
number of atoms in the critical cluster is reduced by f(6) for
heterogeneous nucleation.

Classical nucleation theory assumes that clusters evolve
by the addition of atoms to or removal of atoms from the
cluster. Additional assumptions later introduced to the model
include an equal probability of critical clusters to grow or
shrink, and a finite probability of supercritical clusters to
still decay even though they are much more likely to
grow.%2%7 Early models assumed a cluster distribution ac-
cording to eq 1 with N*%(r) = O for r > r, since the model
becomes unphysical for larger 7. With a more realistic steady-
state cluster distribution N*(r) that assumes N*(r.) =
N9 (r,) at r., shows a gradual reduction of N*(r) to zero
for r > r,, and approaches N°4"(r) for r < r, the following
steady-state nucleation rate I** can be derived®*®’

A Ghom 0
P = es yNyI', exp(—c—f()) (8a)
: kT

€ is a factor taking into account that in the case of
heterogeneous nucleation only a fraction of all atoms N, is
in contact with the heterogeneity and can contribute to
nucleation (¢ << 1 for heterogeneous nucleation; ¢ = 1 for
homogeneous nucleation). s, is the number of surface atoms
in the critical cluster, and y is the arrival rate of atoms in
the amorphous phase at the critical (crystalline) cluster
surface and is assumed to be®

6D
G ©
for a diffusion-limited crystallization, which is typical for
phase change materials. D is the diffusivity of the amorphous
phase, and A is the average interatomic distance. I'; is the
so-called Zeldovich factor®’
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where 7. is the number of atoms in the critical cluster. I', is
weakly temperature dependent and between 0.1 and 0.001
in most cases. D is related to the viscosity # via the
Stokes—Einstein equation

p=-*L (11)
3aA’n
AG,. has been estimated by
AG,. = AHF; (12)

where AH; is the enthalpy of fusion. Various approximations
have been proposed: Fr = (T, — T)/Tw;® Fr = 2T(T,, —
TIT (T + T);° Fr = T(Ty — TIT )T Fr = TT(Ty, —
TIT)/(Ty + 6T7),”* where T, is the melting temperature.

We have calculated I** for the most commonly studied
phase change material Ge,Sb,Tes following the assumptions
made in refs 70, 72, and 73. The viscosity 7 was modeled
by an Arrhenius equation 7 = A exp(E,/kT)"*"> below the
glass transition temperature 7, with an exponential factor of
E, = 1.76 e¢V.” and following a Vogel—Fulcher—Tamann
ansatz” 17 = 1o exp[B/(T — T,)] above T,. The constants A,
B, 1o, and T, where selected to fulfill the following
conditions™ for : 7(Ty) = 10" Pa's, n(Ty,) =2 x 107 Pa
s, and m = 45, where m is the fragility index’®

0 log,, 17(T)

1
AT/ s, (1
Values for 0,. and AH; were also taken from ref 73.

Figure 12 shows I*® for homogeneous nucleation (solid
lines) and for heterogeneous nucleation (dashed lines) for
different wetting angles 6. For low 7, I* is smaller for
heterogeneous nucleation than for homogeneous nucleation
because ¢ < 1 (we assumed & = 0.006, a 100 nm thick film
with two interfaces). At high 7 close to the melting
temperature, the heterogeneous I** is many orders of mag-
nitude larger than the homogeneous I** for small wetting
angles. The experimental observation of heterogeneous
nucleation rates that are much larger than homogeneous
nucleation rates implies small wetting angles. In particular,
the assumed values of the interfacial free energy have a very
strong influence on the nucleation rate and can change it by
many orders of magnitude.

Besides the strong dependence of the values of I** on the
wetting angle and the interfacial free energy, the temperature
of the maximum of I** depends on 6 as well (Figure 12),
and these are indications that the nature of interfaces and
heterogeneities can have a very large influence on the
crystallization as it is observed experimentally.

The steady state of nucleation is reached after an incuba-
tion time 7 that was estimated by Kashchiev’’ to be

-t 9
syl

and is shown in Figure 13 as a function of temperature for
Ge,Sb,Tes (from ref 74 assuming an Arrhenius-type depen-
dence of the viscosity with an exponential factor of E, = 2
eV). The strong temperature dependence is due to the strong
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Figure 12. Calculated steady-state homogeneous (hom, solid line)
and heterogeneous (het, dashed lines) nucleation rates /* for various
wetting angles as a function of temperature; eq 8.
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Figure 13. Calculated incubation time 7 for homogeneous
nucleation as a function of temperature 7; eq 14. Reprinted with

permission from ref 74. Copyright 2004 American Institute of
Physics.

temperature dependence of the viscosity, which factors into
y (eqs 9 and 11). It is clear that T can be much longer than
technologically relevant time scales, which are in the
nanosecond range. In this case, numerical models need to
be applied that treat transient effects properly.’*

The second step of the crystallization process is the growth
of supercritical crystalline nuclei to macroscopic size. For
phase change materials, the crystal growth is interface-
controlled. Atoms move from the amorphous phase to the
supercritical crystalline cluster containing n (n > n.) atoms
by diffusive jumps with the arrival rate y and are added to
the cluster at a rate v proportional to the available
attachment sites (surface atoms) s = 4n**. They move over
the energy barrier AG* of the “activated complex”®® with
an attempt frequency w

k
v: =5y = sw exp(— Ak(; ) (15)

The reverse process of removal of an atom from a cluster
with n + 1 atoms is then given by

AG* + (AGclustern
V1] = S0 exp|— k’T

- A(;cluster,iﬁ-l))

(Achsern B Achserrz )
luster, luster,n+1 (16)

= sy exp(— T

where AGstern and AGpysiernt+1 are the Gibbs free energies
of clusters of size n and n + 1, respectively. The difference
between v, and v, is the growth rate dn/dt of the cluster,
which is related to the crystal growth velocity u by
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where Vyonm is the volume of the atom. Using eq 2, a crystal
growth velocity u can be approximated by

_ 21 ’1 ( VatomAGac[l rc])] 1
Sl R { v L

For cluster radii » > r, it becomes constant in time (for
a given temperature), and indeed constant crystal growth
velocities have been observed experimentally.**’® The crystal
growth velocity has a maximum close to the melting
temperature (at higher temperature than the maximum of the
nucleation rate) but then falls to zero at the melting
temperature.

Nucleation rates and crystal growth velocities were
measured using atomic force microscopy (AFM), utilizing
the reduced height of crystalline areas caused by the increase
in mass density upon crystallization.**’8 Various alloys were
studied: Ag- and In-doped Sb,Te (AIST), which is applied
in optical storage (composition Agg s5Ings5Sbo.s9Te€029), and
several Ge—Sb—Te alloys (GesSb Tes, Ge,Sb,Tes, and
Ge;Sb,Te,). Phase change materials are categorized into
nucleation-dominated and growth-dominated materials. Nucle-
ation-dominated materials have relatively short incubation
times, high nucleation rates, but slow growth velocities while
growth-dominated materials have relatively long incubation
times, low nucleation rates, and high growth velocities. Since
the ratios between these processes depend on the temperature,
it is possible for the same material to behave like a
nucleation-dominated material at low temperature (near the
peak of the nucleation rate, Figure 12) but like a growth-
dominated material at high temperature near the peak of the
crystal growth velocity. This was, for example, shown for
AIST.”?

Figure 14 (from ref 78) demonstrates convincingly the
difference between growth-dominated AIST and nucleation-
dominated Ge—Sb—Te alloys. It shows AFM images ac-
quired after heating the material for different durations and
at different temperatures. While AIST shows crystals (dark
areas, low because of mass density increase) of very similar
size which all nucleate at about the same time and then grow
rapidly, the Ge—Sb—Te alloys show crystals of very different
sizes. The growth for these alloys is so slow that nucleation
of new crystals occurs simultaneously with growth of “older”
crystals (which is always true for all materials but due to
the different time scales of the processes leads to phenom-
enologically different crystallization behavior). From these
AFM images, nucleation rates and crystal growth velocities
where determined as a function of temperature. The results
are characteristic for a heterogeneous nucleation process,
since transmission electron microscope studies confirmed the
nucleation only at the sample surfaces.®*** It was found that
in the temperature range observed (between 90 and 180 °C
depending on the material) both the nucleation rate and
growth velocity increased with temperature and the growth
velocity was found to be independent of time,**’® so the
observed crystals were much larger than the critical clusters,
which are only about 1 nm in this temperature range. It was
found that AIST has a much lower nucleation rate than
Ge—Sb—Te alloys and a much longer incubation time 7. The
incubation time was so long that no steady-state nucleation
rate I** was reached. For the Ge—Sb—Te alloys, I** was fit
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Figure 14. AFM scans (field of view 3 um x 3 um) of various
phase change materials after various heating times (total times
including preceding anneals). The dark areas are crystalline (high
mass density), the bright areas amorphous (low mass density). (a)
AIST 160 °C; (b) AIST 180 °C; (c) GesSb Tes 140 °C; (d)
GC4Sb]T€5 180 OC; (e) GCszzTe5 115 OC; (f) Gezsb2T65 145 °C.
Reprinted with permission from ref 78. Copyright 2004 American
Institute of Physics.

to an Arrhenius equation (** U exp(—Epss/kT); see eq 8, and
the activation energies Ejss for nucleation were determined.
GeSb,Te, showed the lowest Epss of 2.82 eV while
Ge4SbTes showed the highest of 4.09 eV.

Measured crystal growth velocities were between tens of
nm/s and a few pm/s; they were also fit to an Arrhenius
equation [u O exp(—E/kT); see eq 18], and the activation
energy for crystal growth E, was found to be between 1.89
eV for Ge;Sb,Te, and 2.90 eV for AIST.

Much faster crystal growth velocities are observed in static
laser tester experiments.” In these experiments, thin films
of phase change materials are exposed to laser pulses of
variable power and duration and the increase in reflectivity
that accompanies crystallization or the decrease that ac-
companies melt-quenching is measured as an indication of
phase change. To measure only the crystal growth velocity
without the influence of incubation and nucleation, a film is
first heated above its crystallization temperature to fully
crystallize it. It is then exposed in the same location to first
a pulse (high power, short) that will melt-quench (amorphize)
the material. A second pulse of variable power and duration
is then applied in an attempt to recrystallize the material by
growing the crystals from the amorphous—crystalline inter-
face without need of nucleation. For growth-dominated
materials, the recrystallization occurs indeed from the border
and the crystal grows inward, leaving an amorphous area in
the center if the laser pulse was too short or too low.” For
this case, the recrystallization time depends on the amorphous
spot size, and crystal growth velocities can be as high as 50
m/s (1 um diameter melt-quenched, amorphous laser spot
recrystallizing in 10 ns).” For nucleation-dominated material,
the laser exposure leads to the formation of new nuclei in
the whole laser spot area and crystallization occurs by
nucleation and growth. The recrystallization time does not
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Figure 15. Experimental optical absorption of GaAs (a) and GeTe
(b) in the crystalline and amorphous phase. Compared to the
changes in GeTe, the differences between the two spectra in GaAs
are small. No valence-4 alloy such as GaAs or Si has been reported
to be suitable for phase-change applications.

depend on the amorphous spot size, and crystal growth
velocity cannot easily be deduced. In all these experiments,
there is no control over the temperature, which varies in both
time and location. The shortest recrystallization times were
of the order of 400 ps for 1 um spot diameters,* leading to
averaged crystal growth velocities over 1000 m/s for Sb
alloys with a small Ge fraction.

5. Optical Properties of Phase Change Materials

As mentioned in the second section, historically the
electrical switching in phase change materials had been
discovered and described before the potential of these
materials for optical data storage was recognized. Employing
a chalcogenide material containing Si, Ge, As, and Te,
Ovshinsky® found a reversible transition between a highly
resistive and a conductive state. The switching was performed
by the application of an electrical pulse.” Subsequently,
however, commercial and scientific interest focused mainly
on the change of optical properties in phase change materi-
als.3! In common tetrahedral semiconductors such as Si, Ge,
or the III—V compound GaAs, a moderate change in optical
properties is found upon amorphization. This is shown in
Figure 15a, which displays the imaginary part of the dielectric
function of crystalline and amorphous GaAs. The changes
between the two phases are rather subtle. The curve for the
amorphous phase is higher for small energies and more
smeared out compared to the curve for the crystalline phase.
These differences are explained by a smearing of the
electronic density of states resulting from the loss of long-
range order and the formation of defect states in the optical
gap of the amorphous state.®? However, for phase change
materials such as GeTe, these changes are much more
pronounced. In Figure 15b, the same comparison is shown
for amorphous and crystalline GeTe. Three major differences
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can be observed: a Drude peak present in the crystalline
phase but absent in the amorphous one, a blue shift of the
amorphous curve, and a strong decrease of the peak intensity
in the amorphous phase. This decrease of intensity is of
particular importance for the application in optical data
storage, as it ensures two different read-out signals for the
two phases. It has been observed in several chalcogenide
compounds. Studying alloys along the GeTe—Sb,Te; pseudo-
binary line, Yamada et al.* found a rapid phase transition
from the crystalline to the amorphous state accompanied by
a significant change in reflectivity. They reported that thin
films of such compounds, sandwiched between ZnS layers,
can be amorphized and recrystallized by laser irradiation.
Upon crystallization, the complex index of refraction changed
from 4.7 +i11.3 to 6.9 + i2.6 in Ge;Sb,Te, and from 5.0 +
11.3 to 6.5 4+ i3.5 in Ge,Sb,Tes with 830 nm laser radiation.
The crystalline structure of the films has been identified as
fcc-like with Te atoms occupying one sublattice while Ge,
Sb, and vacancies occupy the other sublattice. On the other
hand, it is known that the stable ground state structure of
these materials is a layered hexagonal phase made of
alternating blocks of GeTe and Sb,Te; (see e.g. ref 21, 26,
and 84). Hence, the switching takes place between the
metastable crystalline phase observed only in thin films and
the amorphous phase. Another phase change material suc-
cessfully employed for optical data storage is the quaternary
alloy Ag—In—Sb—Te or AIST (e.g., the composition
Ags4In;7Sbys 4Tei65).5° Like the Ge—Sb—Te alloys, it is
switched between a metastable fcc phase and the amorphous
phase. Furthermore, the phase transition in these alloys is
accompanied by a relatively large density change of
5—10%,%°% which has been suggested to be closely linked
to the large optical contrast. Recently, this idea has been
stated more precisely after revealing that local structural
changes occur upon amorphization. The changes of electronic
properties have been studied based on the observed changes
in the local atomic structure upon amorphization, first
reported by Kolobov et al.>** Using ab initio methods, it
has been found that a change from octahedral to tetrahedral
short-range order results in significant changes of the
electronic properties around the Fermi energy. It results in
an opening of the electronic band gap and a decrease of Te-p
states upon amorphization.®’

Moreover, Klein et al.3 found that the core level spectra
of the Ge 2p and 3d states as well as those of the Sb 3d
states shift upon amorphization. The spectra in the amorphous
phase can only be explained if two different local environ-
ments are present around the Ge and Sb atoms (see Figure
16). This finding is consistent with the predicted coexistence
of 4-fold and 6-fold coordinated Ge in the amorphous state.
Employing first principle calculations, it has been found that
such a structural rearrangement not only changes the
electronic density of states but moreover also results in
significant changes of the optical properties. The results of
this study are surprising: The optical contrast between the
two phases is not due to changes in the electronic density of
states as mentioned above for GaAs but rather to the
transition matrix elements, i.e. the oscillator strength of the
optical transitions. The matrix elements decrease significantly
when the local order changes from octahedral to tetrahedral,
as observed in many phase change materials. Figure 17,
presenting the joint density of states (JDOS) with
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Figure 16. Deep core-level spectra of GeSb,Te, deposited at room
temperature [full blue lines in (a) and dotted blue line in (b)] and
after annealing [solid red line in (b)]. At the top, reference spectra
from an amorphous Ge film (c) and from a crystalline Sb,Te; film
(d) are included. The Ge and Sb spectra of the as-deposited
amorphous (am) GeSb,Te, film can be deconvoluted into two
components, which are identified with different local environments.
Reprinted with permission from ref 88. Copyright 2008 by the
American Physical Society.
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Figure 17. (a) JDOS/w? of Ge Sb,Te, in the crystalline (c) and
the amorphous (a) states in number of transitions/eV? per cell and
k-point. Up to 1.4 eV, the JDOS in the crystalline phase is stronger
than that in the amorphous state, while &, is stronger in the
crystalline phase up to 1.8 eV. For GeTe (c) up to 1.7 eV, more
transitions are found in the a-state compared to the relaxed c-phase.
For both materials, the decrease in the absorption upon amorphiza-
tion can only be explained by taking into account the velocity matrix
elements shown in (b) (Ge;Sb,Te,) and (d) (GeTe). Reprinted with
permission from ref 89. Copyright 2007 by the American Physical
Society.
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illustrates these findings. Here ¢, v, &, and g, are the
eigenstates and eigenenergies, respectively, w is the fre-
quency of excitation, Q is the volume of the cell, and N, is
the number of k points. Hence, the change in local order
and the resulting decrease of the oscillator strength in the
amorphous phase are identified as the origin of the large
optical contrast in phase change materials.%

Furthermore, it has been found that the optical properties
in the metastable crystalline phase are strongly influenced
by the concentration of vacancies in the system. As described
in the section on structural properties, the rock-salt phase of
Ge—Sb—Te alloys features a vacancy concentration unknown
in other semiconductors. In Ge;Sb,Te, it amounts to 25%
on the Ge/Sb-sublattice. Studying Ge—Sb—Te alloys with
vacancy concentrations on the Ge/Sb-sublattice ranging from
0% to 25%, an intriguing correlation between vacancy
concentration, distortions, and optical properties has been
found. Reducing the number of vacancies leads to less local
distortions. A broadening of the Ge—Te and Sb—Te partial
pair correlation function is observed in the vacancy-rich
alloys, denoting a less well-defined nearest-neighbor distance
and thus a distortion of the bonds. The degree of the
distortions, however, is directly coupled to the optical
absorption. It decreases with an increasing degree of distor-
tions in the crystalline phase.?® As the formation energies of
these vacancy-rich systems are relatively low (<0.5 eV), it
is possible to tune the vacancy concentration over a wide
range and thus modify the optical properties in the crystalline
state. Hence, the optical contrast between the crystalline and
the amorphous phases, which is fundamental for optical data
storage technology, can be optimized by changing the
stoichiometry and systematically reducing the number of
vacancies. This theoretical prediction has been verified
experimentally for the alloys Ge,Sb,Te4 and Ge,Sb,Te, with
1 < x < 2 (Figure 18). Thus, these microscopic models
provide a basis for a systematic design of material properties
in phase change materials, which so far have been based on
empirical methods instead. A successful example of such
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an empirical approach is given by a combination of experi-
ments and calculations from first principles: it has been
demonstrated that only alloys which crystallize in a rock-
salt lattice show a sufficiently large optical contrast.”*"!
Recently, a more general argument has been provided to
distinguish phase change materials from alloys which do not
display typical phase change properties. Shportko et al.!”
demonstrated that all phase change materials exhibit reso-
nance bonding in the crystalline phase, while the bonding
in the amorphous phase corresponds to ordinary covalent
bonding, as found in typical III—V semiconductors. Further
studies have shown that only specific stoichiometric com-
binations show resonant bonding.”? Based on this work,
alloys suitable for application as phase change materials can
be identified from the position of the constituent elements
in the periodic table.

6. Electrical Properties of Phase Change
Materials

6.1. Band Diagram for Chalcogenide
Semiconductors

The electrical properties of phase change materials and
the understanding of the threshold switching effect are crucial
for the application of these materials in solid state memory
devices. This section will first discuss the semiconductor
band diagrams for chalcogenide semiconductors in the
crystalline and the amorphous phases. After briefly describing
the electrical properties of the crystalline phase, we will focus
on electrical phenomena in the amorphous phase, including
transport, threshold switching, and transient delay effects.

Figure 19 schematically shows band diagrams for a
chalcogenide semiconductor in either the crystalline (a) or
the amorphous phase (b).”*** There are three important
differences between the two diagrams: First, most generally
the energy gap for the amorphous phase is large compared
to the crystalline phase. For instance, optical absorption and
photoconductivity data indicate that the gap of amorphous
Ge,Sb,Tes is about 0.7 eV, whereas the crystalline phase
has an energy gap of about 0.5 eV.%> Second, while the
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Figure 18. Imaginary part of the dielectric function for the amorphous (solid lines) and crystalline phases (broken lines) of the
Ge,;Sb,Tes—Ge,Sb,Te, alloys and of Ge,Sb,Te,. There is a systematic increase in absorption with decreasing Ge and Sb vacancy concentrations
which is consistent with the theoretical predictions. Reprinted by permission from Macmillan Publishers Ltd.: Nature Nanotechnology?

(Copyright 2007).
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Figure 19. Schematic drawing of the band diagrams for a
chalcogenide semiconductor in either the crystalline (a) or the
amorphous (b) phase. Reprinted with permission from ref 94.
Copyright 2008 IEEE.

forbidden gap and conduction/valence bands are clearly
distinct in the crystalline phase, the amorphous phase is
characterized by a large concentration of localized states in
the gap.”” These localized states significantly contribute to
the density of states: Thus, the strong difference between
gap and conduction/valence bands is not in the presence/
absence of available states, as for the crystalline phase, but
rather in their localization, or equivalently the mobility of
carriers occupying the states. Deep states tend to be highly
localized, while mobility increases for energies approaching
the conduction or valence bands. For this reason, the energy
gap in an amorphous semiconductor is generally referred to
as a mobility gap, namely an energy range with insufficient
mobility of states, rather than a forbidden range with no
states, as in standard crystalline semiconductors.

The third difference regards the position of the Fermi level:
due to the large concentration of localized states, the Fermi
level is pinned at about midgap in the amorphous chalco-
genide.” For this reason, the electrical resistivity and the
respective activation energy E, are relatively large. For
instance, activation energies around 0.25—0.35 eV have been
observed in amorphous Ge,Sb,Tes.”® On the other hand, the
crystalline chalcogenides generally display a small activation
energy for conduction, which is compatible with a self-
doping behavior, probably due to point defects (e.g., vacan-
cies) in some Te compounds.?

6.2. Electrical Conduction in the Crystalline
Phase

The crystalline phase, at least for a classical phase-change
material such as Ge,Sb,Tes, appears as a relatively low band
gap, doped semiconductor, for which the standard semicon-
ductor theory can be straightforwardly applied. The typical
approach to describe electrical conduction in the crystalline
phase is the drift-diffusion equation.”!® This results in a
typically ohmic behavior for relatively low applied voltage,
as shown by the measured /—V (current—voltage) curves in
Figure 20.'°" Also, the measured E, is relatively low, as
shown by the Arrhenius plot of resistance for the set state
(corresponding to the crystalline phase) in Figure 21, giving
a value of about 20 meV for E,.'> On the contrary, the reset
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Figure 20. Measured /—V curves for a PCM cell in the set (open
symbols) or reset (filled symbols) states. The latter displays the
threshold switching effect at about Vi = 1.2 V. Reprinted with
permission from ref 101. Copyright 2007 IEEE.
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Figure 21. Arrhenius plots of the resistance for a fully reset state,
a fully set state, and two incomplete set states, A and B, obtained
by the application of a voltage pulse to a phase change memory
cell in the initial reset state. Reprinted with permission from ref
102. Copyright 2004 1IEEE.

state (corresponding to the amorphous phase) displays large
resistance and activation energy (Figure 21), consistently with
the band diagram in Figure 19.

The I—V curve for the crystalline phase displays a
nonlinear behavior for relatively large voltage in Figure 20.
To explain this feature, we may recall that measurements in
the figure were obtained for uTrench (named for its
geometric design; see also section 8.2) phase change memory
cells, where electrical conduction and heating were strongly
confined for the purpose of low-current phase change in the
memory cell.!®® As a result, a current of a few 100 #A may
result in significant heating (a few hundred kelvin), thus
causing significant thermal carrier generation in the low-
band gap semiconductor. The increase of carrier density
results in a conductivity increase with voltage, responsible
for the nonlinear /—V curve in Figure 20.

An important aspect from the perspective of a phase
change memory operation is electrical conduction in inter-
mediate states, which display resistance values between the
set and reset values and consist of a mixed amorphous—
crystalline phase. To study the electrical properties of
intermediate states, Figure 21 shows the Arrhenius plot for
two incomplete set states, obtained by the application of a
voltage pulse to a phase change memory cell in the initial
reset state. The current during the applied pulse results in a
significant Joule heating and a consequent crystallization of
the amorphous phase. Crystallization can be described by
nucleation and growth effects (see section 4), resulting in a
fine mixture of crystalline grains embedded in the amorphous
network. Electrical conduction in this mixed-phase volume
can be explained by percolation of carriers through dispersed
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Figure 22. Schematic drawing of two different mixed-phase
configurations, characterized by an incomplete (A) or complete (B)
percolation path through low-resistivity crystalline grains. In state
A, the electrical current is limited by a small amorphous “barrier”
whereas no amorphous barrier exists for state B. Yellow, crystalline;
blue, amorphous.
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Figure 23. Measured /—V characteristics in the subthreshold
regime for amorphous Ge,Sb,Tes at increasing temperature. Re-
printed with permission from ref 106. Copyright 2007 American
Institute of Physics.

low-resistivity crystalline grains.'*+!1% This is schematically
shown in Figure 22 for two different mixed-phase states,
characterized by an incomplete (A) or complete (B) percola-
tion path through low-resistivity crystalline grains. In state
A, the electrical current is limited by a small amorphous
“barrier”, thus accounting for the relatively large values of
resistance and activation energy (0.13 eV) in Figure 21. No
amorphous barrier exists for state B; thus, the activation
energy is the same as that of the bulk crystalline phase (full
set state). However, the resistance still remains higher than
the set state due to geometrical effects, namely a small cross
section and a relatively large percolation length through the
mixed phase.

6.3. Electrical Conduction in the Amorphous
Phase

Figure 23 shows the measured /—V curves for a phase
change memory cell in the reset state at variable tempera-
ture.!% The reported current range is below 2 uA, which
cannot be resolved in the linear-current plot of Figure 20.
According to the standard interpretation, conduction is due
to Poole—Frenkel (PF) conduction; namely, electrons at
localized states are thermally emitted into free states in the
conduction band, where they can freely move.”* Recently,
it was noted that not only pure thermal emission above the
conduction band edge but also thermally activated tunneling
below the conduction band contribute significantly to con-
duction.'” The combined transport due to thermally activated
PF and tunneling accounts for the strong temperature
dependence of the current in the figure. To gain more insight
into this conduction mechanism, it is convenient to extract
the activation energy for conductivity, reporting the measured
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Figure 24. Arrhenius plot of the measured current for increasing

voltage V = 0.4, 0.7, and 1 V (right). Reprinted with permission
from ref 98. Copyright 2007 American Institute of Physics.

Figure 25. Schematic for the analytical model for subthreshold
transport. The current is due to electrons being emitted from one
trapped state to another, over a potential barrier. The potential barrier
is equal to A¢(0) when no voltage is applied (a), and it drops to
A¢(V) as a voltage V is applied, resulting in an exponential
enhancement of the forward current /. (b). The reverse contribution
to the current /— is exponentially lowered by the increase of the
potential barrier A¢(—V) (c). Reprinted with permission from ref
98. Copyright 2007 American Institute of Physics.

current in an Arrhenius plot for variable voltage. This is
shown in Figure 24 for values of the applied voltage V =
0.4, 0.7, and 1 V. The activation energy, which can be
obtained as the slope of data in the Arrhenius plot, decreases
for increasing voltage, which is consistent with the PF model.
In fact, as described in Figure 25, the energy barrier between
two localized states, equal to A¢(0) for zero applied voltage
(a), is lowered to a value A¢(V) by the application of a
voltage (b). Thus, the activation energy for the conduction
process, which is equal to the potential barrier A¢(V),
decreases with V as shown in Figure 24.

A simple analytical model for the PF conduction can be
obtained from Figure 25. From the figure, the barrier
lowering can be approximated to a linear function of V. In
fact, if the distance Az between traps is small compared to
the electrostatic Coulomb range and for reasonably low fields,
the energy barrier A¢(V), corresponding to the potential
maximum between the two wells, can be approximated as
the barrier value at halfway between the two traps, namely:

Az . Az
7=EC_EFO_qu

a

(22)

Ap(V) = Ap(0) — gF

where F is the electric field between the two traps, E'c is
the conduction-band mobility edge, Epy is the equilibrium
Fermi level, and u, is the total thickness of the amorphous
chalcogenide layer where the voltage V is applied.'” The
mobility edge E'c is used instead of the proper conduction
band edge to take into account the tunneling contribution.'"”
The current in the forward direction d/-., corresponding to
electrons at localized states between E and E + dE, can thus
be written as
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dr. = qAanT(ae‘M(WkT% dE
0

E,C - EFO)AZ
= qAN(E) eXP(_T % dE X
VA
exp(Z—Tﬁ) dE (23)

where ¢ is the electron charge, A, is the cross section of the
amorphous region, nr [cm > eV '] is the density of localized
electrons contributing to PF conduction, and 7 is an attempt-
to-escape time. Equation 22 was used for the potential barrier
A¢(V), while the density of localized electrons was obtained
by the Maxwell—Boltzmann statistics as nt(E) = Nr(E)
exp(—(E — Ery)/kT), where Ny [cm™> eV™!] is the trap
density. In eq 23, the conduction is assumed to be uniform
in the cross section A, and the average electron velocity is
computed as the intertrap spacing Az divided by the average
escape time, given by the attempt-to-escape time 7, (typically
in the 10713—107'* s range) divided by the escape probability
P. = exp(—A@(V)/kT). Similarly to eq 23, the reverse current
I can be obtained as

E¢ — EFO)% (_qvg

AL = gAN(E) eXp(_ |z, kT 2u,

) aE
(24)

where the minus sign in the second exponential factor
signifies a barrier increase for electrons heading in the
direction opposite to the electrostatic force. The net current
I can thus be obtained as the integral of the contributions
dl. + dI—, thus leading to

Ec — Exg|Az . VAz
I = 2gA Nrop exp(—T — s h(Z—Tg)

(25)

)

where Nror [cm ] is the density of states integrated in the
energy range from Epy to E'c. Similarly to eq 25, the
contribution due to trapped holes can be derived and added
to calculate the whole PF current.

Equation 25 can account for the shape of the measured
I—V curves shown in Figure 23. In particular, the sinh-like
voltage dependence accounts for the ohmic behavior of the
current at very low voltages (approximately below 0.2 V)
and for the exponential increase of the current for relatively
high voltages.

From eq 25, a closed-form expression for the activation
energy can be obtained deriving the logarithm of the current
versus 1/kT, thus yielding

__dlogl _ Az (ﬂg)

A= Taakn ~ Be T BT aVy cotlirn,

2u,

(26)
which, for sufficiently large voltage, can be linearly ap-
proximated as E'c — Ery — qVAz/2u,. Figure 26 shows
measured and calculated activation energies as a function
of voltage, obtained from the /—V characteristics at variable
temperature in Figure 23. The analytical expression in eq
26 can account for both the linear decrease of E, with voltage
at sufficiently large voltage and for the saturation at low
voltage. The decrease of E4 with voltage is consistent with
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Figure 26. Activation energy E,, as a function of voltage, obtained
from experimental /—V curves at variable temperature, and simula-
tion results from the full analytical expression for E, from eq 26.
Reprinted with permission from ref 106. Copyright 2007 American
Institute of Physics.

data in Figure 24 and is due to the lowering of the potential
barrier between two trapped states for increasing voltage.
The activation energy saturates to E'c — Ery — kT in the
ohmic regime, due to the competition between forward and
reverse conduction.!®

The voltage-dependent E, for transport is a strong
evidence for the PF transport model in Figure 25. However,
the nature of the positively charged defects acting as trapping
centers is still not completely clear. These states may
correspond to already present ionized donor states, which
become neutral at the capture of one electron.!®® The
concentration of donor states can be estimated by the ratio
Az/u, obtained from the subthreshold slope (Figure 23 and
eq 24) or the voltage-dependence of E, (Figure 26 and eq
26). From these data and from the estimated thickness of
the amorphous layer u, of about 30 nm from TEM observa-
tions, the donor-trap concentration is found to be in the range
of a few 10'8 cm™>. The number of such donor states is rather
low, if compared to the defect-annihilation dynamics ac-
companying the structural relaxation (SR) of the amorphous
chalcogenide, revealed by the steady increase of resistivity.**!®°
The smooth increase of reset-state resistance during SR
would indicate a concentration of localized states larger than
a few 10" cm™3. This discrepancy may be explained
assuming that donor states are only a minority of the (mostly
neutral) localized states.''” Electrons traveling by PF transport
through the neutral sites are still affected by the potential
landscape due to donor states, thus accounting for the
potential barrier lowering in Figure 25. Alternatively, the
local positive charge accounting for the trapping potential
may result from the self-trapping, or polaron, effect:%>!!!:112
Trapping of an electron may induce a local polarization,
resulting in the buildup of a local positive charge. According
to this explanation, the measured activation energy for
electron transport also includes the energy required for the
local structural rearrangement to accommodate the electron,
and not only the potential barrier between the trapped level
around Epgy and the conduction band edge E'c.'"

6.4. Threshold Switching in the Amorphous
Phase

The most peculiar feature in the electrical characteristics
of amorphous chalcogenide is the so-called threshold switch-
ing effect.> If the phase change material is in the highly
resistive amorphous phase and a certain electrical field is
applied to the material, it will suddenly (within nanoseconds)
become highly conductive. This process does not necessarily
lead to a phase change; it is reversible if the current pulse is
so short that it does not heat the material above the
crystallization temperature for long enough time to cause
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Figure 27. Measured /—V curve for a phase-change memory cell
with amorphous Ge,Sb,Tes chalcogenide and calculation results
obtained from solution of eq 34 for three values of the amorphous
chalcogenide thickness, namely u, = 10, 25, and 40 nm. Reprinted
with permission from ref 107. Copyright 2008 American Physical
Society.

crystallization. Threshold switching is clearly visible in
Figure 20, where the /—V curve displays a voltage snap-
back from the threshold voltage Vi at about 1.15 V.
Similarly, Figure 27 shows a typical /—V curve in a
logarithmic current scale, displaying the subthreshold regime
and the snap-back at approximately constant current. Thresh-
old switching is the result of a negative-differential-resistance
(NDR) behavior: Increasing the voltage in the subthreshold
region, an unstable point (Vr) is reached, corresponding to
the transition from a positive differential resistance (the
subthreshold regime) to the NDR region. In a real experi-
ment, the current suddenly jumps to the next available stable
positive-differential-resistance state, that is the ON state
(about 200 u#A in Figure 20). In the ON state, the current is
typically so large that the amorphous chalcogenide is quickly
crystallized: for this reason, the measured /—V curve above
the threshold switching point generally corresponds to a
crystallized chalcogenide phase.

To explain the NDR at the basis of threshold switching,
several different physical models have been proposed.
Among these models, we may mention thermal instabili-
ties,!!* impact ionization and Shockley—Hall—Read recombi-
nation,”>!!'* polaron instabilities,!'? and crystallization.'!®
Most recently, NDR was explained by PF transport at high
electric fields, causing an increase of the average energy of
carriers.'”” Energy-gain effects in the PF conduction at high
fields were first proposed by Jonscher to account for high-
frequency hopping conduction in amorphous semiconduc-
tors.!'® As schematically shown in Figure 28a, electrons at
relatively low fields obey the equilibrium conduction model
at the basis of eq 25, i.e. a Fermi statistics where ap-
proximately all the states below (above) Ep, are filled
(unfilled) by electrons. On the other hand, at relatively high
electric fields (Figure 28b), electrons can gain energy from
the applied field, resulting in an off-equilibrium energy
distribution with higher occupation probability at high energy
levels. Due to the exponential energy dependence of the
escape time in eq 23, even a small increase of energy, e.g.
in the range of few k7, can result in a huge enhancement of
conductivity, thus resulting in significant instability of
conduction.

The energy gain effects can be simply described by
introducing the concept of quasi Fermi energy Ef, that is
the energy for which the electron occupation probability is
1/,. Since the current is mainly due to carriers lying around
the Fermi level, Er can also be viewed as the average energy
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Figure 28. (a) Schematic for the energy distribution of electrons
in the amorphous chalcogenide film at equilibrium (no applied
electrical field). The mobility edges at the conduction and valence
bands E'c and E'y, respectively, and the Fermi level Eg, are shown.
Black and white circles schematically represent occupied and
unoccupied localized states. (b) is the same as (a) but under off-
equilibrium conditions at high electric field. Note the increase in
average energy Er. Reprinted with permission from ref 107 (2008),
by the American Physical Society.
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Figure 29. Schematic representing the energy balance in a thin
slice dz along the direction of the current in the amorphous region.
The balance between energy input Wg(z) and energy output Wg(z
+ dz) is given by the energy gain dEf i, due to the field and the
energy gain dEg). due to relaxation within the slice.

of electrons mostly contributing to the current. This descrip-
tion is equivalent to considering the effect on the electron
temperature,'% which increases under an applied electric field
similarly to the hot-carrier effect in crystalline semiconduc-
tors.!'” To estimate the quasi Fermi energy Er as a function
of the applied electric field, we consider the simple schematic
in Figure 29, representing the energy balance in a thin slice
dz along the direction of the current in the amorphous region.

The input flow of energy We(z) [J cm 2 s™'] associated
with electrons entering the slice at z is given by

J) E
We(z) = w 27)

whereas the output flow of energy Wg(z + dz) [J cm %s7']
due to electrons exiting the slice at z + dz is similarly given
by

Jz+dg) Ef(z + d
W + do) = qF(Z 2 o)

where J is the hopping current density. The energy gain
dEF gain [J] in the slice due to the electric field is given by''®

dEg o = qF(2) dz (29)
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while the rate of energy loss dEg/dt 1o [J s'7] associated
with relaxation phenomena can be written as

dE Er — Eg
F loss — T (30)

where 7, is a relaxation time. The energy loss is proportional
to the average excess energy, as usual in the description of
hot carriers!!” and as already proposed by Jonscher for
hopping electrons in disordered semiconductors.'! The
relaxation time 7, describes the interaction between electrons
and phonons. The energy loss dEF,.ss [J] can be obtained by
dividing the rate in eq 30 by the average electron velocity,
thus yielding

dEg|  qnior
dEF,loss - W loss J(Z) dz (31)

where the concentration nor [cm ™3] of trapped electrons
contributing to the current has been used. The concentration
can be calculated as

kT
Nyor = Nyor Ep — Eq (32)

namely assuming that electrons occupy only a range kT of
the trap density Nror [cm™3].”* The energy balance of Figure
29 thus reads

J(z + dz) Ex(z + dz) B J(2) E(2)

q q
J
= @(EF,gain - EF,loss)
_ Ep — Eg
= J(z) F(z) dz — Nror(z) dz (33)

rel

After some elaboration, and noting that continuity requires
J(z) = J(z + dz), we obtain the differential equation'®’

dEg gnrorEp — Epg
F R (34

rel
Equation 34 can be solved with the analytical model in
eq 25 corrected by the replacement of Egy by Ef, and with

the basic relationship between electrostatic potential and
electric field:

dEG
F=— (35)

g dz
I—V curves calculated with the model in eq 34 are shown in
Figure 27 for three different thicknesses of the amorphous
layer, namely u, = 10, 25, and 40 nm. The calculated curve
for u, = 40 nm best accounts for the experimental /—V
characteristics in both the subthreshold region and the
switching point. Calculations predict the NDR at the basis
of threshold switching, with a threshold voltage of about 1.1
V. Note again that the /—V curve above the switching point
corresponds to the crystalline phase, as a result of the long
time spent in the high current regime during the I—V
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Figure 30. Calculated profiles of conduction-band mobility edge
E'c [solid line, (a)], quasi-Fermi level Er [dashed line, (a)], and
average excess energy Er — Ep (b), for the three bias points P1,
P2, and P3 in Figure 27. The thickness of the amorphous
chalcogenide layer is u, = 40 nm.

measurement. Thus, experimental and calculated results
should be compared limitedly to the subthreshold/threshold
regimes.

To understand the physical origin for the NDR in Figure
27, Figure 30 shows the calculated profiles for E'c, Er (a),
and the average excess energy Er — Ery (b) as a function of
the position along the amorphous layer z, obtained from the
solution of eq 34. Three bias points are considered, repre-
senting the subthreshold region (P1), the threshold point (P2),
and the ON state in the NDR region (P3, also shown in
Figure 27). In the subthreshold bias point P1, the excess
energy is almost negligible, since the electric field is still
insufficient to originate substantial energy gain. Correspond-
ingly, the field profile is flat and the potential profile E'c is
almost linear. At the threshold-switching point P2, the energy
increases far from the cathode up to a value of about k7,
which corresponds to an increase of current density J at
constant field by a factor e. Since the current must remain
continuous at steady state and since there is no conductivity
enhancement close to the injection electrode, a redistribution
of the electric field is necessary, thus resulting in a nonlinear
potential profile. At even higher current levels, in the ON
state P3, Er — Ef further increases to about 150 meV, thus
causing a large nonuniformity of the field and a stronger
bending of E'c. The relatively large excess energy strongly
enhances conductivity, thus allowing us to sustain a large
current with a relatively small voltage drop across the
amorphous layer. This results in a significant voltage with
respect to the threshold switching point. Therefore, the keys
to understand NDR according to this model are (i) the energy
gain due to the high electric field in the proximity of the
negative electrode and (ii) the consequent low voltage drop
in the so-called ON region.

From a device-design perspective, it is important to clarify
what is the critical condition for threshold switching. As
already mentioned, threshold switching (i.e., the transition
from subthreshold to NDR regimes) occurs when an energy
increase of about k7T is reached. This condition can be
rephrased in terms of the electrical power density Pr" for
switching, given by the formula:!'?’
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Y1Nror(k T)2

pyr = JF =0
' Ta(Ec — Egp)

(36)

Equation 36 predicts that (i) the product of switching current
and voltage is a constant for constant temperature and
amorphous volume, and (ii) the switching power increases
with the square of temperature for constant amorphous
volume. It is useful to note that, due to the relationship
between electric field and current density from eq 25, the
constant power condition can be translated in equivalent
constant electric field, which was previously observed in the
literature. '

6.5. Delay Time for Threshold Switching

While the previous section focuses on the modeling of
threshold switching within a steady-state approach, it is
important to consider the most general case of a transient
switching phenomenon, where switching occurs after some
time from the application of the voltage. A transient theory
of switching may allow for important predictions and
considerations on the device perspective: First, it can allow
for the explanation and prediction of unwanted switching at
relatively low voltage during the read operation in the
subthreshold regime. Second, it can describe the real case
of programming in a memory device, where triangular or
rectangular pulses are applied to an amorphous semiconduc-
tor device: In such a case, the determination of the minimum
delay time for the onset of threshold switching and of the
switching time for the completion of the transition from the
low to the high conductivity state is critical for the
performance evaluation.!'?

Figure 31 shows the cumulative distribution of measured
delay times for a PCM device.'? In each measurement, the
device was programmed by a fixed reset pulse and then a
second read pulse at a voltage close to the switching point
was applied after a fixed sleep time of 1 ms from the reset
pulse. The constant reset voltage ensured that the volume of
chalcogenide material transformed into the amorphous phase
remained constant, while the constant sleep time allowed for
the same structural relaxation effect after the initial quenching
of the liquid phase into a metastable amorphous phase.!”!
The delay time 7p was determined as the time from the
application of the read voltage to the switching event
observed during the read pulse. The read voltage was varied
within a relatively small range to detect the voltage depen-
dence of 7p. The experimental results in the figure indicate
that (i) 7p strongly decreases for increasing applied voltage,
and (ii) the statistical spread of 7p is about constant and
extremely large. As a figure of merit of the statistical spread,
the distributions were plotted in a Weibull scale, and the
shape factor f3, that is the slope of the distributions in the
Weibull diagram, was evaluated. The Weibull scale was
chosen in analogy with the time-dependent dielectric break-
down in dielectrics, most typically silicon dioxide, for which
the delay time obeys a Weibull distribution with generally
large shape factor 8 > 1."?! In the case of 7p, 8 was always
found to be below one.

The observed strong voltage dependence and the large
statistical spread of 7p can be explained by the transient
switching model depicted in Figure 32. During the read pulse,
the amorphous chalcogenide is biased at a constant voltage
below threshold, where the current is fluctuating due to 1/f
noise (f is the frequency).!?*!2 Flicker noise is generally
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Figure 31. Cumulative distribution of measured delay times 7p
for a phase change memory device. The device was programmed
by a fixed reset pulse, and then a second read pulse was applied
after a fixed sleep time of 1 ms. The delay time 7p was determined
as the time from the application of the read voltage to the switching
event observed during the read pulse. Reprinted with permission
from ref 120. Copyright 2008 IEEE.
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Figure 32. Schematic for the transient switching model. During the
read pulse, the amorphous chalcogenide is biased at a constant voltage
below the threshold current /1. Fluctuation of the bias current (inset)
due to 1/f noise eventually results in threshold switching. Reprinted
with permission from ref 120. Copyright 2008 IEEE.

observed in semiconductors displaying PF conduction, due
to the stochastic nature of the trapping/emission processes
at the basis of the transport phenomenon.'?* Due to these
fluctuations, the current can eventually exceed the threshold
condition, resulting in a switching event. A condition of
constant switching current It was assumed for simplicity:
In fact, the constant switching power condition in eq 36 can
be to a good approximation assumed to correspond to
constant current if the voltage is only marginally changed
during the experiments. This physical picture was verified
by a Monte Carlo numerical model, able to simulate
stochastic 1/f noise fluctuations of the current and to
determine the 7p as the time for the earliest event of a
fluctuation exceeding Ir.'%°

Figure 33 shows the measured and calculated delay time 7p,
(a) and its respective Weibull shape factor 3 (b) as a function
of applied voltage V,. In both cases, the Monte Carlo simula-
tions account reasonably for the data. The exponential depen-
dence in Figure 33a is extremely steep (about 13 mV per decade
of 7p) and can be explained by (i) the exponential increase of
the current in the subthreshold regime (Figure 32) and (ii) the
Gaussian distribution of the current amplitude in the time
domain, both resulting in a strong increase of the switching
probability as the bias point approaches the nominal threshold
switching point. The calculated shape factor in Figure 33b is
in the range between 0.6 and 0.7 for the considered range of
voltages, in good agreement with experimental observations.
For comparison, Monte Carlo simulations of white (instead of
1/f) noise, where the power spectral density is constant as a
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IEEE.

function of frequency, display a larger shape factor of about 1.
The low shape factor of 7 is due to the strong role of low-
frequency fluctuations characterizing 1/f noise: A large-
amplitude, low-frequency component can, in fact, considerably
accelerate or delay the switching, depending on its phase.'?

The Monte Carlo model can straightforwardly allow for
read-disturb extrapolations, aimed at the calculation of the
delay time for switching within a large array for variable
voltage. The extrapolations were done with the use of an
analytical model for transient switching, replacing the Monte
Carlo model to allow for relatively fast calculations of long
delay times at low bias, and assuming a conservative value
of the Weibull shape factor of 0.6. Results shown in Figure
33a indicate a very low probability F.,, of read disturb even
at relatively large read bias around 0.7 V. It should be noted,
however, that such extrapolations only take into account the
intrinsic delay time due to 1/f noise fluctuation in the
amorphous semiconductor, while other important possible
sources of read disturb are not considered, e.g. (i) voltage
fluctuations of nonideal bias circuits and (ii) nonideal
distributions of threshold voltage and subthreshold charac-
teristics in the memory array, due to statistical spread of the
reset current and of the material composition.!'**

7. Scaling Properties of Phase Change Materials

The application of phase change materials in technological
devices leads to the study of scaling properties of these
materials because it is essential to know how materials
properties change as mark size and film thickness (for optical
recording) or memory cell dimensions shrink. In particular,
those material parameters that are important for the specific
application are investigated.
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For optical recording, the following parameters need to
be studied as a function of film thickness and mark (bit) size:
(1) crystallization speed, (2) melt-quenching (amorphization)
speed, determined among other parameters by the (3) melting
temperature, (4) thermal stability of the amorphous phase,
and the related (5) crystallization temperature, (6) optical
constants, and (7) thermal conductivity. For phase change
memory cells, some of these parameters are irrelevant, e.g.
optical constants, but some are as important, such as
crystallization speed, melting temperature, thermal stability
of the amorphous phase, and thermal conductivity. Additional
electrical parameters need to be investigated, including the
(8) resistivities in both phases and the (9) threshold voltage
as a function of film thickness or device size. At some point,
materials will cease to be phase change materials where the
ultimate limit might be the number of atoms to form a
crystalline unit cell, so the (10) size at which phase change
does not occur anymore is an important parameter to know.

(1) The crystallization time of a given material can vary
as a function of substrate and capping layer,'” and this
influence becomes stronger as film thickness is reduced
because the interfaces play a more and more important role.
As was discussed in the section on switching kinetics,
heterogeneous nucleation typically dominates the nucleation
process, and with reduced film thickness, this becomes even
more pronounced. Crystallization times of as-deposited phase
change materials are often measured by static laser testers,
but it has been shown that they can be orders of magnitude
different from recrystallization times.” In a typical recrys-
tallization experiment in either optical discs or memory
devices, an interface between the amorphous and crystalline
phases exists from which the crystals can grow; therefore,
nucleation is not required. The difference in crystallization
times is particularly large for materials with low nucleation
rates but high crystal growth rates, such as Ag—In—Sb—Te
or Ge—Sb materials. For technological applications, only
recrystallization times are relevant.

Recrystallization times as a function of film thickness were
measured by determining the so-called complete erasure time
(CET) of an amorphous mark in a crystalline matrix for
optical discs.'?*"12® Opposite behavior was observed by Zhu
comparing growth-dominated (Ag—In—Sb—Te) and nucle-
ation-dominated (Ge—Sb—Te) materials with a decrease for
growth-dominated and an increase for nucleation dominated
materials as film thickness was reduced.'*”!? Since short
CETs are favorable to increase data transfer, growth-
dominated materials might be better suited for discs with
very thin films. Very thin films are required for multilayer
discs for which the films need to be transparent to some
degree. However, Martens et al.'26 observed that there is a
minimum in CET at 9 nm film thickness for Sb—Te based
materials, and for thinner film thickness, the CET increased
again. The thinnest film of the Ag—In—Sb—Te material
measured by Zhu was close to this minimum, so he might
not have observed it because he did not measure very thin
films. The introduction of crystallization-promoting interfa-
cial layers such as SiC reduced CETs up to a factor of 2,1?7:128
demonstrating the strong effect of interfaces.

Recrystallization in memory devices was studied as a
function of device diameter'” using Ge,Sb,Tes as the storage
material. While materials similar to this composition showed
increased CET with reduced film thickness, Ge,Sb,Tes
showed shorter crystallization times with reduced device
diameter. Figure 34 shows that the shortest switching times
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Figure 34. Shortest switching pulse width as a function of cell
size varying from 500 to 19 nm for (a) set and (b) reset measured
on pore devices. The pulse amplitudes are 0.8 V for set and 4.5 V

for reset. Reprinted with permission from ref 129. Copyright 2008
American Institute of Physics.

were 2.5 ns for set (recrystallization) and 400 ps for reset
(reamorphization) operations for a 19 nm diameter pore cell.

Ge,Sb,Tes nanowire devices behaved similarly.'*® They
were fabricated by contacting nanowires of different diam-
eters between 20 and 190 nm grown by the vapor—liquid—solid
method. The nanowires are crystalline as grown and were
amorphized by short current pulses. Their recrystallization
times were found to be about 2 orders of magnitude shorter
for the smaller devices.!** It is clear from these results that
geometries and interfaces play very important roles for
ultrascaled devices. From a memory device perspective, the
scaling behavior is favorable because switching times are
reduced.

(2) The amorphization time is determined by the time it
requires to heat the material above its melting temperature,
which in turn is determined by the melting temperature itself,
the available power, and the thermal environment. Very fast
melting times of 1 ps have been reported using fast laser
testing on Sb films with 6 atomic % Ge,'3! and melting times
were found to be shorter for thinner Sb films.!*? Fast optical
heating is easier to achieve than fast Joule heating caused
by electrical current pulses because inherent capacitances
limit pulse rise times to hundreds of picoseconds. As
mentioned above, the fastest reported reamorphization of a
memory cell was 400 ps (Figure 34a).'?

(3) The melting temperature of phase change materials as
a function of size has been studied for thin films,'®
nanowires,'** and nanoparticles.'® The studies are very
limited but show in all cases a reduction of melting
temperature as dimensions are reduced. Time-resolved X-ray
diffraction (XRD) of GeTe films was performed during
heating.!3? It showed that the crystallization temperature as
indicated by the appearance of diffraction peaks was
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Figure 35. Comparison of cell-level data retention between 180
and 90 nm devices. Reprinted with permission from ref 138.
Copyright 2007 IEEE.

increased while the melting temperature as indicated by the
disappearance of the peaks films was reduced as film
thickness was reduced. The thinnest films that showed still
diffraction peaks were 2 nm, and their melting temperature
was 600 °C, more than 100 °C lower than that of bulk GeTe
(725 °C). The melting temperature of thinner films cannot
be detected by this method, since they do not crystallize
anymore.

For phase change nanowires, a strong reduction in melting
temperature was observed.'** GeTe nanowires with diameters
between 40 and 80 nm were grown by the vapor—liquid—solid
method, and their melting temperature was measured by
heating in situ in a TEM. Melting was observed for
temperatures as low as 390 °C (compared to 725 °C for bulk
GeTe). Because these measurements were performed in
ultrahigh vacuum, the melting temperatures cannot directly
be compared to measurements at atmospheric pressure such
as the XRD experiments.

Data on the melting temperature of phase change nanopar-
ticles are very sparse. Milliron'? reported on a reduction of
the melting point of GeTe nanoparticles that were fabricated
by solution-based chemistry.'*®!37 Aliquots were taken after
different reaction times corresponding to particles of different
size. The particle size distribution was quite broad, but it
can be assumed that shorter time aliquots had smaller
particles than longer time aliquots. Reduction in the melting
temperature to 590 °C for smaller particles and to 620 °C
for larger particles was observed using time-resolved XRD.

Reduced melting temperatures are technologically favor-
able, since they lead to reduced power requirements for
switching.

(4) The thermal stability of the amorphous phase as a
function of size was studied on phase change memory
devices fabricated with 180 and 90 nm lithography technolo-
gies and Ge,Sb,Tes material.'*® Cells were reset into the
amorphous state and time to failure (drop in resistance) was
measured at elevated temperature. The devices fabricated
with 90 nm technology failed at slightly shorter times than
the larger devices, indicating a reduced stability of the
amorphous phase at smaller dimensions (Figure 35). Simi-
larly, experiments on the recrystallization of amorphized
nanowires'*® showed faster recrystallization, remarkable
several orders of magnitude higher nucleation rates, and
activation energies that were inversely proportional to the
device diameter, falling from 2.34 eV for 190 nm devices
to 1.9 eV for 19 nm devices. These effects were explained
by fast heterogeneous nucleation at the wire surface with an
increased role as the surface/volume ratio is increased.

This scaling behavior needs to be of concern because it
leads to reduced data retention. One practical way to solve
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Figure 36. Crystallization temperature 7, as a function of film
thickness for various phase change materials: GeSb, Sb with 15
atomic % Ge; NGST, nitrogen-doped Ge,Sb,Tes. Reprinted with
permission from ref 141. Copyright 2008 American Institute of
Physics.

this problem is to use phase change materials with higher
crystallization temperature, which is correlated to higher
activation energy.'®

(5) The crystallization temperature is one of the most
important parameters of phase change materials, and it is a
function of size. For thin films of Ge,Sb,Tes,'* nitrogen-
doped Ge,Sb,Tes, Ge—Sb with 15 atomic % Ge, Sb,Te, and
Ag- and In-doped Sb,Te,'*! crystallization temperatures were
measured as a function of film thickness using the drop in
resistivity connected with the phase change'® or time-
resolved XRD during heating.'*! It was found that crystal-
lization temperatures increase for films thinner than 10—15
nm, as shown in Figure 36 for different phase change
materials and for oxide substrates and capping layers. This
is only the case for certain substrates and capping materials.
In another study, it was shown that the crystallization
temperature of Ge—Sb with 15 atomic % Ge can increase
or decrease with reduced film thickness depending on the
cladding material and can differ by almost 200 °C for the
thinnest films of 3 nm.'*? This demonstrates the increasing
influence of interfaces on the crystallization behavior of thin
films as film thickness is reduced and the importance of
heterogeneous nucleation. The reduction of the crystallization
temperature was found for metal cladding materials and
might be connected to metal-induced crystallization. More
research is needed to clarify the role of metal-induced
crystallization (which is established for other amorphous
semiconductors such as Si)!*? for phase change materials.
The strong increase of the crystallization temperature for thin
films between oxides'4*!*? is in stark contrast to the decrease
in crystallization temperature of nanowires as they shrink in
diameter, ' and it is not clear where this difference originates
from. The nanowires are typically covered by a thin GeOx
layer formed by their exposure to air after the deposition.'**
Nanoparticles with sizes above about 20 nm have crystal-
lization temperatures that are comparable to bulk material,
but smaller nanoparticles have been found to have higher
crystallization temperatures in most cases,'*'47 with the
exception of nanoparticles made from spin-on Ge—Sb—Se
phase change material, which had about 30 °C lower
crystallization temperature than thick films made from the
same material.'*

Increased crystallization temperatures are technologically
favorable because they lead to better data retention, as
mentioned above. The increase in required switching power
is not a drawback because the melt-quench (reset) operation
needs the highest power, not the crystallization (set) operation.

(6) The optical constants of phase change materials also
change with film thickness. Miao et al.!*® determined the
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optical constants n and & using ellipsometry in the wavelength
range between 400 and 800 nm for Ge;Sb,Te, and found
increased optical constants for thinner films, in particular at
smaller wavelengths. Stronger light absorption, in particular
at smaller wavelength (the operating wavelength for the latest
generation optical discs such as Blu-ray discs), is favorable
because for very thin films the optical contrast is reduced,
since the films are almost transparent.

(7) The thermal conductivity as a function of film thickness
was measured by Reifenberg et al.!>* using nanosecond laser
heating and thermal reflectance measurements on Ge—Sb—Te
films with thicknesses between 60 and 350 nm. They found
a substantial decrease in thermal conductivity for both the
amorphous and crystalline phases as film thickness was
reduced. Reduced thermal conductivity is desirable to reduce
heat losses in memory devices.

(8) The resistivity as a function of film thickness does not
change very much. Wei et al.'* observed a small increase
in the resistivity of the amorphous phase for the thinnest
Ge,Sb,Tes films between 3.5 and 10 nm. This hardly
influences the on/off ratio of several orders of magnitude
between the amorphous and crystalline phases.

(9) The threshold voltage is a function of device dimen-
sions because the threshold condition is met when a threshold
electric field is applied (as was described in detail in the
section about the threshold switching), which translates into
a certain voltage depending on the geometry of the devices.
Threshold fields have been reported for doped SbTe (14
V/um,"! 8 V/um)'? and Ge—Sb with 15 atomic % Ge (9
V/um).">3 In today’s phase change memory devices, typical
threshold voltages are in the 1 V range because a typical
switching volume is about 50—100 nm thick along the
dimension of the applied voltage. Typical reading voltages
are around 50 mV. When dimensions shrink, the threshold
voltage will t00.!%1%7 On the other hand, the cell resistance
will increase and higher reading voltages are required to
obtain sufficient detectable reading current signal.”!% There
is a certain operating window for which the reading voltage
is well below the threshold voltage that depends on the
resistance of both phases and the threshold field of a given
material. This window shifts with device dimensions and
depends on the material.

(10) The size at which phase change does not occur
anymore is the ultimate scaling limit. Gotoh et al.'>* produced
small crystalline marks in amorphous Ge,Sb,Tes films using
an atomic force microscope (AFM). They observed that the
smallest marks they could produce were about 10 nm, but
they had a very short lifetime of a few minutes. Nanoscale
amorphous marks in a crystalline film were also demonstrated
by AFM and scanning tunneling microscopy (STM), and the
smallest sizes were 10 and 100 nm, respectively.'> Using
conventional AFM'® or AFM equipped with a nanoheater,'>’
storage densities of 1—3.3 Tb/inch? could be achieved. These
high storage densities are supported by theoretical work'>®
that shows that, under optimized film thickness, capping
layer, and substrate conditions, stable amorphous marks in
a crystalline film or crystalline marks in an amorphous film
with diameters in the range of 10—30 nm can be written by
an electrical probe.

The thinnest blanket films that still showed crystallization
as detected by XRD were found to be 1.3—2 nm depending
on the material.'*! Figure 37 shows as an example the
intensity of diffracted X-ray peaks as a function of temper-
ature for a 50 nm and a 1.3 nm thick Ge—Sb film with 15
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Figure 37. Time-resolved XRD peak intensity for 50 nm (top)
and 1.3 nm (bottom) thick films of Sb with 15 atomic % Ge.
Reprinted with permission from ref 141. Copyright 2008 American
Institute of Physics.
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Figure 38. Schematic of a single-layer rewritable DVD.

atomic % Ge. One can see that the as deposited films are
amorphous (no XRD peaks). The thick film crystallizes at
around 235 °C, as indicated by the appearance of XRD peaks.
The indexed peaks belong to Sb, and there is a very weak
Ge(111) peak at around 32° that appears at higher temper-
ature around 350 °C. The thin film crystallizes at higher
temperature, at around 350 °C. The peaks are much broader
because the film is so thin and grains are very small, but
they are clearly visible. The phase transition occurs over a
wider temperature range.

Ge,Sb,Tes films as thin as 3.5 nm showed crystallization
as measured by a drop in resistivity.'*® Phase change
nanoparticles produced by solution-based chemistry can be
as small as 2—5 nm and are single crystalline.!3>1% It appears
that the limit for crystallization is in the very few nanometer
range; this is very promising for technological applications.

8. Applications of Phase Change Materials

8.1. Optical Data Storage Based on Phase
Change Materials

Rewritable optical storage media apply the difference in
reflectivity between the amorphous and the crystalline phases
to store information. The discs are multilayer structures
(Figure 38) sputter deposited on a crenellated substrate.'>
The phase change material is sandwiched between two
dielectric layers, typically ZnS-SiO,. This material was
selected because it has a large refractive index, high melting
point, very small grains, low thermal conductivity, and low
internal stress. A reflective layer increases the amount of
energy absorbed in the phase change film, and an additional
protective layer prevents the disc structure from mechanical
damage. Recording is performed in most cases only in the
grooves for better track isolation. As mentioned earlier, as
deposited, amorphous phase change materials crystallize at
very different rates (typically slower) than melt-quenched,
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amorphous materials. To ensure good performance, discs are
“initialized”, which means crystallized, and recording is done
by writing amorphous bits into a crystalline matrix.

Three generations of rewritable optical storage media have
been developed: rewritable compact discs (CDs), digital
versatile discs (DVDs), and Blu-ray discs, with ever increas-
ing storage capacity from 500 MB of early CDs (1990) to
50 GB of today’s dual layer Blu-ray discs. Some typical
parameters for current products are as follows: data transfer
rates of 36 Mbps, recording track pitch of 320 nm, data bit
length of about 100—120 nm, and numerical aperture of
0.85.' Two classes of phase change materials have been
applied in optical discs: materials on the GeTe-Sb,Te;
pseudobinary line and around Sb,Te doped with a few atomic
% of In and Ag."”

A main driving force for research in new materials has
been the decrease of the wavelength of the laser used for
writing, reading, and erasing bits. By decreasing the
wavelength, the size of the written bits decreases as well
and, hence, the storage density increases. For CDs the
wavelength is 780 nm, for DVDs 650 nm are used, and
for Blu-ray discs 405 nm are employed.'> While the alloy
Ge,Sb,Tes possesses a high optical contrast in the red and
infrared spectral range and was therefore used in CDs and
DVDs, alloys with larger Ge content such as GegSb,Te;; have
a higher optical contrast in the blue spectral range and are
used for Blu-ray discs.'®® A further decrease of the laser
wavelength beyond visible blue light is very challenging, as
light emitting diodes are not available for this spectral range.
Hence, the next generation of optical storage media will
require a different approach.'®! A technology based on near-
field optics using a so-called solid immersion lens (SIL)!6>163
has been proposed by Philips. The SIL hovers only 30 nm
above the disc and increases the numerical aperture from
0.85 for the standard Blu-ray technology to 1.9. As the high
aperture increases spatial resolution, bits of smaller sizes
can be read and written, moving beyond the diffraction
limit in air.'®* Another technology takes advantage of the
so-called Super-RENS (Super-resolution near-field structure)
effect.'®-1% Here an optically nonlinear layer, e.g. Sb, is
deposited on top of the recording layer. The interaction with
the laser turns this additional layer into a mask for the laser
which allows for writing and reading in the optical near field
of the phase change layer. Similar to the SIL, this effect
allows for reading and writing structures below the wave-
length of the laser. The origin of this effect, however, is not
yet fully understood. In order to allow for rewritable data
storage, phase change materials will play an important role
for both the SIL as well as the Super-RENS based technology.

8.2. Phase Change Random Access Memory

PCRAM technology is based on the electrical switching
of small volumes of phase change materials repeatedly
between the amorphous and the crystalline phases. A
relatively large and short current pulse is applied to a memory
cell that heats the material by Joule heating above its melting
point, which is around 600 °C for a typical material used in
PCRAM (Figure 1, top). The short trailing edge of the current
pulse leads to fast cooling of the molten material, and it is
quenched in the amorphous phase. After such operation
(reset), the cell is in the high resistive state. A longer and
lower current pulse is applied to switch it back to the
crystalline, low resistive state (Figure 1, bottom). When the
pulse is applied, first the current flow is very small because
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the cell is in the high resistive state. When the applied voltage
surpasses the threshold voltage (see section on electrical
properties), the cell becomes suddenly very conducting, and
a large current flows and heats the phase change material
by Joule heating. The current pulse needs to be long enough
so that the material is above its crystallization temperature
for a time sufficiently long for crystallization. This time will
depend on the cell design and the phase change material.
Small current pulses are used to read the state of the device,
and they need to be small enough so that they do not
introduce any phase change. A typical /—V characteristic is
shown in Figure 20.

The most common cell design is the so-called mushroom
cell, owing its name to the shape of the switched volume.
Figure 39 shows a schematic of a mushroom cell: Figure
39a in the set state; Figure 39b in the reset state. In the
set state, the entire phase change material is crystalline;
in the reset state a mushroom-shaped area on top of the
heater is amorphous. This area needs to have a larger
diameter than the heater at the heater interface for a
complete reset so that amorphous material is fully blocking
the current path. The fraction of phase change material
that does not switch is in the crystalline phase because
the back-end-of-the-line CMOS (complementary metal-
oxide-semiconductor) processes used to manufacture the
cells include a bake at 400 °C for 30 min. This temperature
is above the crystallization temperature of any technologi-
cally applied phase change material.

High programming currents were the reason why early
devices were not commercialized,'®® and also for today’s
devices the reduction of the programming current is of great
importance. Every memory cell is controlled by an access
device which delivers the current pulses and which in most
cases is a transistor (diodes have been reported also).!”
Currently the required reset currents determine the size of
these access devices, which are much larger than the actual
memory cell and determine the data storage density. There-
fore, reset current reduction is paramount, and many new
cell designs have been proposed and realized for this
reason.

Reset current reduction can be achieved by reducing
the amount of material that needs to be switched or by
better confining the heat or both.!°® Modifications of the
mushroom cell include a ring bottom electrode to reduce the
contact area.'”! Other cell designs, such as the edge contact
cell'”? and the uTrench cell,'” achieve reduced reset current
also by reduced contact area whereas the pore cell'’ and
the pillar cell'”® achieve reset current reduction by confining
the switching volume. Planar devices, such as the line!*! and
bridge devices,'”® have also been fabricated. Overviews on
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PCRAM cell design, characteristics, and technological
process integration can be found in refs 177-179.

8.3. Future Applications of Phase Change
Materials

The development of PCRAM technology opens up the
opportunity to look into future applications. The first market
PCRAM technology will move into is probably the niche
market of radiation-hard memory for spacecraft, since BAE
has announced plans for production of a 4-Mbit chip for this
year.? One of the most successful memory technologies today
is Flash memory. It generated $23 billion in worldwide
revenue in 2007,'% and the Flash memory industry today
drives semiconductor equipment manufacturers to develop
next generation tools to enter the sub-50-nm lithography
regime. Both NOR and NAND Flash (referring to the
different circuit architectures and being optimized for fast
program code execution or low cost memory, respectively)'
are very successful technologies, with prices of $10 per
gigabyte for NAND Flash in 2007, and will be so in the
near future. Flash memory based drives are now on the
market that will probably replace hard disk drives in the next
decade because of their increasingly low costs and higher
reliability. '8!

A more likely application of PCRAM is in the field of
so-called storage-class memory.'3? Storage-class memory
will be a solid-state based technology combining high
performance and reliability with low cost and archival
capability.'®3 Flash can be considered a possible storage class
memory, but there are other contenders such as ferroelectric
RAM (FeRAM), magnetic RAM (MRAM)), resistive (oxide
based) RAM, organic and polymeric memory, solid-
electrolyte based memory, and PCRAM. Scalability and cost
will mainly decide which technology will dominate the
storage class memory area, but PCRAM is a strong candidate,
in particular if programming currents (power consumption)
can be reduced by scaling.'®3 Figure 40 shows the excellent
scaling capabilities of PCRAM compared to other technologies.

Dynamic RAM (DRAM) consists of one transistor and
one capacitor and stores information as charge in the
capacitor. Since the capacitor is leaky, DRAM is volatile
and needs frequent refreshing, but it is rather fast (15—25
ns cycle time for standalone DRAM, 1.5 ns for embedded
DRAM) and delivers very high cycle numbers (10°—10'7).
As mentioned above, very fast PCRAM switching has been
demonstrated with crystallization in 2 ns and melt-
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quenching in 400 ps using very small pore-type devices
(see Figure 34).'> The very high cycle numbers still need
to be demonstrated: 10'3 cycles have been reported on
relatively large devices.'®* Some aspects of the circuit design
are based on the fact that DRAM is volatile and needs
frequent refreshing of the data, and a nonvolatile DRAM-
replacement would enable conceptually different chip designs.

Future applications for PCRAM might include field-
programmable gate arrays or reconfigurable logic!®3 where
the phase change materials function as programmable wires
or can perform summing operations. Even more far out
applications are concerned with cognitive computing. PCRAM
devices can be set into multilevel resistance states,'®® which
is an interesting feature for cognitive computing concepts.
Ovshinsky proposed to apply PCRAM to develop cognitive
computers'®-1% because many functions that are required
for cognitive computing can potentially be fulfilled by a
PCRAM cell. These functions include, for example, what
neuroscientists call plasticity of synapses and what engineers
would call different resistance states of a cell depending on
the values and timing of the inputs they receive. Another
function is the potential ability to perform cell switching after
a certain number of input pulses have been received
sequentially or simultaneously.'”® The potential to build
nanoscale devices that can emulate the functions of neurons
or synapses'®! would be a very important first step to build
computers that function similarly to a brain.

9. Summary/Outlook

Phase change materials possess a unique combination
of properties. They exhibit large differences in physical
properties such as reflectivity and electrical resistivity
between the amorphous and crystalline phases which are
due to structural differences between the phases. The
structural differences can be attributed to significant
differences in the bonding for these states. Phase change
materials can also be switched fast and repeatedly between
those two phases. The most successful phase change
materials are characterized by a simple cubic structure
with atoms on random locations in the lattice, often with
large numbers of vacancies and distortions. This enables
these materials to crystallize rapidly. Another specific
feature of phase change materials, the existence of the
threshold-switching, is required for PCRAM technology.
This effect allows for the presence of two separate memory
voltage regimes, for reading and programming, respec-
tively below and above the threshold voltage.

Since its conception in the 1960s, phase change technology
has come a long way. At early stages, Te-based alloys were
mainly studied which did not possess the required crystal-
lization speed to use them in a viable technology. The
discovery of fast-switching materials enabled the develop-
ment of a whole new technology—phase change based optical
rewritable storage. Extensive efforts were focused on a better
understanding of the switching mechanisms of phase change
materials in order to develop and optimize the storage
materials. For optical discs, media were required that exhibit
large optical contrast and fast switching at shorter and shorter
wavelength to increase storage density, faster switching to
increase data rate, and better stability to increase cycle
number and archival lifetime.

PCRAM development required a whole new set of
optimization parameters to be fulfilled including large
electrical contrast, very high cycle numbers, and good data
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retention at elevated operation temperatures. Many compa-
nies work today on the development of PCRAM technology,
and the first products are about to enter the market. Most
likely in the beginning this will be a niche market such as
radiation-hard memory for spacecrafts, but one can envision
the replacement of Flash memory or even DRAM. The
existence of a nonvolatile DRAM would open the door to
radically different, new logic chip architectures. Completely
new applications such as phase-change based logic'® or
cognitive computing based on phase change materials are
being considered. '8!

For the existing and new applications, the material design
and optimization are decisive factors. To enable additional
and different PCRAM cell designs and fabrication methods,
new deposition techniques for phase change materials have
been developed. Besides the conventional sputter deposition,
other deposition methods such as chemical vapor deposition,
atomic layer deposition, electroplating, or spin-on deposition
are being explored.'"*®192 All these new techniques allow
deposition into deep vias or trenches and might lead to new
cell architectures that are impossible today because of the
very limited via-filling capability of sputter deposition.

Finally, the scalability of phase change technology is of
great importance. Extensive research has been performed to
study the scaling limits of phase change materials, including
work on ultrathin films, nanowires, nanoparticles, and
ultrascaled PCRAM devices. The results are very encourag-
ing. It appears that phase change materials do not change
their properties dramatically for sizes down to the few
nanometers range, and if they do, it is in a way that is
favorable for technologies (increased crystallization temper-
ature, reduced melting temperature, faster switching, etc.).
They loose their phase change properties around 1—2 nm
when essentially not enough atoms are available to form the
crystal unit cell.

Phase change materials are the crucial element of the
mature rewritable optical storage technology and the
emerging PCRAM technology. A better understanding of
their properties is paramount to the development of better
phase change materials for existing and future technolo-
gies.
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